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The paper addresses to the problem of integration of heterogeneous computing clusters to the united environ-
ment based on a virtualization technology. OpenStack software is selected as a platform for managing the virtual
environment. The OpenStack platform provides a wide range of components and solutions to a functional interaction
with different hypervisors. These include KVM, XEN, ESXi, QEMU and other systems. In addition to the Open-
Stack platform, we developed a specialized hypervisor shell. It helps to start virtual machines using queues of the
traditional resource management systems, such as PBS, SLURM, LSF, or SGE, that are used on clusters of a center
of collective usage. The developed model of the resource allocation for virtual machines allowed us to use the
knowledge about job requests, resource characteristics and current state of the environment, and the expertise of it
administrators. The realized tools provide the capability for the “painless” integration of heterogeneous clusters with
the preinstalled local resource managers for creating the virtual cluster with the required configuration. Extensive
modeling shows that the hypervisor shell can improve efficiency of integrated environment nodes through reallocat-
ing virtual machines to queues of the traditional resource management systems.
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Introduction

In the field of high-performance computing (HPC), computational clusters have become
an essential element used to carry out various large problems within fundamental and applied
studies. The nature of the target problems calls for a variety of hardware and software plat-
forms, architectures and communication environments of HPC-clusters, which in turn signifi-
cantly affects their performance, efficiency and reliability.

A variety of cluster systems makes the combined usage of HPC-clusters reasonable as it
increases the total available computing power and reduces the mean waiting time for starting
a job. The latter is achieved by using extended planning strategies, which consider the varia-
tions in time of the loading of different clusters and at the same time the flexibility in sharing
the resources [1]. Jobs can be redirected from the currently most loaded cluster to the idle
cluster, and a higher priority and other privileges can be assigned to them.

* The paper is recommended for publication by the Program Committee of the International Scientific
Conference “Parallel Computational Technologies (PCT) 2017”.
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Jobs specify processes of problem solving. They include the information about the required
computational resources, executable programs, input and output data, and other required
items.

We assume that the integrated cluster environment (ICE) is based on the cluster systems
that differ in their computational characteristics of nodes and parameters of administrative
policies. There are different approaches to the creation of the ICE [2].

Our contribution to the solution of this problem is the development of methods and tools
for creating heterogeneous distributed computing environments for different purposes with
multi-agent management of computations [3-6]. These developments are based on the interac-
tion with the traditional middleware Condor, Globus Toolkit, gLite, PBS Torque and other
known systems. The creation of the environments was implemented in the Center of collective
usage SB RAS “Irkutsk supercomputer center” [7].

Nevertheless, there remain many unresolved problems as follows:

—  Providing in operating system of the allocated node the full set of libraries that are neces-
sary to correctly launch and execute the instance of the distributed application whether it
has the form of an executable file or a piece of program code;

—  Ensuring the reliability for computing processes in the nodes of the environment;

—  Difficulty of tracing the real causes of faults in computing processes in debugging applica-
tions due to a lack of direct access to the computational nodes;

—  Security of the distributed computing due to a lack of reliable mechanisms of screening
the executable files for the presence of malicious code.

One of the most promising ways to solve such problems is using virtualization tech-
niques [8], which enable execution of the instances of the distributed and parallel applications
in isolated environments with the required hardware and software characteristics. In this case,
the physical nodes, which support the virtualization, can significantly differ in performance,
hardware characteristics, types of their operating systems and other parameters.

In this regard, we describe the new approach to creating the ICE using virtualization
techniques. This approach has the following advantages: the possibility of using complex
knowledge about job requests; resource characteristics and current state of the environment;
the expertise of its administrators; and the capability for the “painless” integration of hetero-
geneous clusters with the preinstalled local resource managers PBS, SLURM, or SGE to the
virtual cluster with the required configuration.

1. Related work

In this section, we give a brief overview of software for a distributed computing virtualiza-
tion. There is a wide variety of software tools that support resource virtualization [9]. In par-
ticular, they include the following popular tools:

—  Docker for deployment and application management in a virtualization environment at

the operating system level [10];

—  QEMU for emulating hardware for different platforms [11];

—  KVM for supporting virtualization in a Linux environment [12];

—  Xen for virtual machines with para-virtualization support [13];

—  VMware ESXi for enterprise-level virtualization, offered by VMware as a VMware vSphere

component [14].
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We have practical skills in using these tools for solving the following problems:

—  Developing containers for web services with Docker;

—  Testing software on various hardware configurations with QEMU;

—  Enabling virtual machines for the resource management with KVM;

—  Creating virtual computer clusters of various configurations for debugging and testing
parallel and distributed applications with XenServer;

—  Providing users with virtual machines of the required configuration using VMware
vSphere.

When the aforementioned tools are used, problems of the cluster resources virtualization,
integration of heterogeneous computer clusters, and providing service-oriented interfaces for
integrated cloud infrastructure require additional solutions. There are also other software tools.
However, they are based on the above listed tools or highly tailored.

The platforms OpenStack [15], Apache CloudStack [16], Eucalyptus [17] and Open Nebula
[18] are package suites for creating cloud services according to Infrastructure-as-a-Service
(TaaS) concept. The last three platforms are not widespread. In contrast, the OpenStack plat-
form is leading in the field of the distributed computing virtualization.

There are following advantages of OpenStack:

— Involvement of major players in the cloud industry in the work with this platform;

—  Wide range of software components and functional solutions, including service-oriented
interface for users;

— Availability of extensive documentation covering components;

— Application of open standards;

—  Availability of APIs for interoperability with external software;

—  Support of work with different hypervisors (KVM, XEN, ESXi, QEMU and others);

—  Extensive capabilities for developing own solutions, etc.

We have selected the OpenStack platform for the ICE virtualization and the hypervisor
KVM for launching virtual machines in cluster nodes. However, the selected software requires
changing traditional system software in nodes, which is not desirable to do. To solve this
problem, we have developed a specialized hypervisor shell for running virtual machines as an
additional module for the OpenStack. This hypervisor shell allows running virtual machines in
the cluster nodes without the need for significant changes in their system software.

2. Architecture of the integrated cluster environment

We propose an architecture of the ICE that includes the following main components:

— Interfaces of an access level and the environment management node (Fig. 1);

—  Platform for the environment virtualization management, specialized system software of a
hypervisors level and software, and hardware of a computing resources level (Fig. 2).

— At the access level, there are three main interfaces for the interaction of different user
categories with the environment.

—  The command line interface (CLI) provides the interaction with a server for management
of virtual machines. We use the PBS Torque for its implementation.

— Application programming interface (API) allows the external tools to interoperate with
the environment to set up jobs, monitor them and get the results. API is based on the
REST approach to creation of web services.

2017, T. 6, Ne 2 39



Virtualization of heterogeneous hpc-clusters based on openstack...

External Tools
~Interfaces of an accesis level
Y L
API CLI Web-interface
v \
1 Y

~~Environment management node

Y

ICE Scheduler PBS server

A
Y
A
Y

Meta-monitoring system

Fig. 1. Architecture of the access level and environment management node

The job for the ICE is the specification of the resource requirements for the execution of
parallel or distributed programs. The job specifies the following requirements: number of nodes
and cores, RAM size, specialized accelerators (Intel Xeon Phi, GPU), interconnectors, disk
space, operating system type and others.
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Fig. 2. Architecture of the ICE virtualization

Visual user interface includes the tools for adding jobs in the environment queues, and the
tools for creating the virtual dedicated clusters of the required configurations similar to Amazon
EC2 cloud services.

The following actions are carried out at the environment management node:

—  Servicing the environment queues;
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— Planning and distributing the requests for creating virtual machines;

—  Managing pools of connected virtual machines created by virtualization management plat-
form;

—  Monitoring the environment components.

One of the key components of the ICE is the scheduler which processes jobs, allocates
resources, interoperates with job queues of the PBS Torque, OpenStack platform and meta-
monitoring system [19, 20]. The meta-monitoring system provides ICE scheduler with extensive
data on the state of the cluster queues, the state of physical and virtual nodes and other
necessary information. The specialized algorithms for this system provide the reliability of
distributed computing [21].

The ICE scheduler defines the number and characteristics of virtual machines taking into
account user’s requirements. It sends defined information to the virtualization management
platform (OpenStack) for forming and launching jobs, represented by virtual machines, in
cluster nodes.

Currently, we use the three main components of OpenStack: computing resources controller
(Nova), cloud file storage (Swift) and library of virtual machine images (Glance). The Open-
Stack processes information received from ICE scheduler, prepares virtual machine images and
launches virtual machines by means of the traditional hypervisors and special hypervisors shell
developed within the proposed approach.

The special hypervisor shell provides the following important additional possibilities:

—  Monitoring the current state of cluster queues to spot idle resources;

— Adding a job to the selected cluster queue for launching the virtual machines;
—  Configuring the launched virtual machines;

—  Monitoring the computations for virtual machines;

—  Migrating virtual machines;

—  Finishing the virtual machines and cleaning the cluster resources.

The local resource managers PBS Torque SLURM and SGE with open source code are
used for the job flow management in the clusters.

3. Model of resource allocation for virtual machines

In this section, we describe a model of the resource allocation (queues selection) for virtual
machines. The model is based on the classification of jobs for an execution of virtual machines
in nodes (resources) of the environment. The proposed job classification is based on the feature
vector method [22].

Let us have a finite set H ={h,h,,...h} of job characteristics (requests). They include prob-
lem solving time, RAM and disk space size, number of nodes, processors and cores, program
libraries, compilers, their keys, etc.

Each characteristic 4, is described by information structure, including the following com-
ponents:

— Domain D of values with the symbol 6 of uncertainty;
— Rank r21;
—  Weight w, 20.

All elements of the set H are partially ordered descending in accordance with the ranks.
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Let us denote by C={c,c,,...c,} a finite set of job classes. Each class ¢, is defined by the
main (mandatory) and additional (optional) sets of characteristics. The characteristics of the
main and additional sets are presented by the Boolean matrixes 4 and B of dimension kxm
. The matrix elements a, =1 or b; =1 mean that the characteristic 4, is a member of the main

or additional set, used in the definition of the class ¢; and has the specialized domain

D; c D,\{0} for this class. If the condition a, v b, =0 is satisfied, then D; = {6}.

m k —
The matrixes 4 and B have satisfied the following conditions: v Aa; =0 and
jLri=

k m
i\:/lj\il(aij nb;)=0.

An administrator of the environment forms the sets of characteristics and classes, and
defines an accordance of resources to job classes.

The scheduler automatically determines characteristics used in a job specification and their
domains for the job execution.

Let us denote by x a Boolean vector of dimension k for the job characteristics representa-
tion. There is bijection between elements of the vector x and indexes of the characteristics.
Element values of the vector x are defined as follows:

i

_[0,if D', = {0},
" \Lif D', < D\ {6},

where D', is the domain of the characteristic %, requested for the job execution, i€{l,2,...k}.
k —
The vector x has satisfied the following condition: A% =0,

We use the characteristic function x(x) to check the domain D', of the characteristic 4
for an accordance to the domain DU of this characteristic of the class ¢ ;- This function is

defined as follows:

0,if 3i:(a, vb, =) A (D', zDy),
X (X)Z .
1 otherwise,
where i €{l,2,...,k}, je{l,2,....,m}.
The function y(x) allows fulfilling of a primary job classification. As the result of this

classification, the job can be related to several classes. In this instance, we use additional
information such as the probabilistic measure of belonging to class, ranks and weights of char-
acteristics, and computational history of jobs for more detailed classification.

Let us define the functions p,(x), o,(x), ®,(x)u ¢,(x,z), which calculate the following

parameters of the characteristics relative to the class c;:

—  Probabilistic measure of belonging to class;

—  Aggregated rank;

—  Summary weight;

—  Probabilistic measure of belonging to the class, taking into account the computational
history - of jobs.
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Let us denote by the symbols § , §,, §, and §, the upper limits of an equivalence for the
functions p, o, ® and ¢, respectively. When the absolute difference of two values for one of
the functions p, 6, ® or ¢ is less or equal to the upper limit of its equivalence 3_, §,, §, or
3, , then these values are equivalent.

Let us define the following characteristic functions:

0,if —p.(x)>8
X?(x’y):{ L if maxip (x)} —p, () > 8,

1 otherwise,

0, if max {c,(x)}—o,(x) >3,
Clxy)={ v

0, if max{o,(x)}-o,(x)>3,,
Koy =4

{1 otherwise,

1 otherwise,
)= {O, if max (¢ (x, 2)} =4, (x.2) > 3.

1 otherwise,
where y, =y (x), je{l2,...m}.

These functions allow implementing the various variants of the additional job classification
based on the primary one. The job classification is intended for the primary filtration of the
resources set. It provides forming the residual set of resources for the job execution. The further
filtration of resources from the set ¥ is implemented with help of the lexicographical or ma-
jority methods of choice [23].

We use the lexicographic method with the following modified rule of choice:

Vo=, :(W, €V (G, =4 ) A A, =, ) Ay > G}

where V" is the filtered set of resources, v, €V, n, is the number of resources, q, is the

v

characteristic of the sth resource, ¢, is its estimation, n, is the number of compared charac-

teristics, pe{l,Z,...,nq—l}, j=12.un,, se{l,2,n ), le{l,2,.,n} and v=1.

v

We use the majority method with the following modified rule of choice:

o {VS :(—Elv, ev: Zsign(éj, -q;)> OJ} ,
j=1
where sign(0)=0.

To estimate the values ¢,

s )

s=12,..,n,, their set is divided into subsets that do not intersect

pairwise. They are ordered by ascending or descending. Accordingly, each subset receives its
index used as an estimate of the values belonging to the given subset. If the resulting set 7
contains more than one element, then the final choice of the single resource v, is done ran-

domly.

4. Experimental analysis

Within experimental analysis, we performed simulation modeling of the ICE using the
GPSS World system [24]. The examples of the utilization of ICE nodes using the hypervisor
shell and without it are given bellow.

2017, T. 6, Ne 2 43



Virtualization of heterogeneous hpc-clusters based on openstack...

Simulation modeling was performed on the job flow corresponding to the flow of real jobs
executed on the cluster that includes 20 nodes. Each node has two quad-core processors Intel
Xeon E5345. We processed over 60000 jobs in total.

We varied dedicated and non-dedicated nodes of the cluster in various proportions. The
dedicated nodes execute virtual machines and do not execute jobs from common queues of the
local resource managers. The non-dedicated nodes execute all jobs, including jobs for executing
virtual machines.

The traditional manager of a virtual environment does not accept jobs for execution of
virtual machines, whose requirements exceed the possibilities of environment nodes. In con-
trast, the hypervisor shell allows decomposing such jobs and passing its part to non-dedicated
nodes.

Fig. 3 show the utilization of dedicated and non-dedicated nodes under management, re-
spectively, using the hypervisor shell (a) and without it (b).

1y e« © e © 1a e
. ) . °
0,8 ° ° 08 ® °
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2 2
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02 Case 2 02 Case 2
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Fig. 3. Utilization of nodes

The represented results show that the hypervisor shell allows improving the utilization of
dedicated nodes by means of allocation of non-dedicated nodes for executing virtual machines.
Therefore, the utilization of non-dedicated nodes also increases in many cases.

In the future, we will study the ICE in more detail in the process of its practical use.

Conclusion

In this paper, the approach to the integration and virtualization of heterogeneous clusters
in a cloud computing environment was presented. A brief overview of the traditional tools for
the management of virtual machines was given; the advantages of the OpenStack platform for
an interaction with these hypervisors were highlighted.

Our contribution is multifold. We proposed the technology for the heterogeneous cluster
environment virtualization using the OpenStack platform together with the new specialized
hypervisor shell for local resource managers such as PBS, SLURM, or SGE. Within this ap-
proach, we developed the model of the resource allocation for virtual machines and realized the
tools for the integration of heterogeneous clusters.

The developed model of the resource allocation for virtual machines allowed us to use the
knowledge about job requests, resource characteristics and current state of the environment,
and the expertise of it administrators.

The realized tools provide the capability for the “painless” integration of heterogeneous
clusters with the preinstalled local resource managers listed above for creating the virtual clus-
ter with the required configuration.
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The practicability and benefits of the represented approach were demonstrated on the
model example. All experiments were carried out in the Center of collective usage SB RAS
“Irkutsk supercomputer center”.

The study was partially supported by RFBR, projects no. 15-29-07955 and no. 16-07-
00931, and Program 1.33P of fundamental research of Presidium RAS, project “Development
of new approaches to creation and study of complex models of information-computational and
dynamic systems with applications”.
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Crarbs nocBsIeHa IpobJieMe MHTErPaIi PA3HOPOIHBIX BbIMUCIUTEIbHBIX KJIACTEPOB B €IUHYIO CPE/Ly HA OC-
HOBE TEXHOJIOrWii BUpTyasm3anuu. B kadecTse 11aTdOpMbl YIIPABJIEHUS BUPTYAJLHONU CPEIOil BHIGPAH ITPOrpaMM-
woiit komiieke OpenStack. JlaHHbIiE KOMIUIEKC 00€CIEYUBAET MUPOKUT HAOOP KOMIIOHEHTOB U (DYHKIMOHAIHHBIX
peleHuii st B3auMoieicTBusl ¢ pas3jimdHbiMu rutepsuzopamu. B ux wmcie KVM, XEN, ESXi, QEMU u npyrue
cucreMbl. B fonosaenune Kk nporpamMvuoMy komiuiekcy OpenStack paspaborana crieruam3npoBantasi 000JI09Ka TH-
nepBu3opa, obecreunBamas 3alyCK BUPTYaAJbHBIX MAIIUH U3 OYEPEIei TPAIUIIMOHHBIX CUCTEM YIPABJICHUS 3312~
uusamu, vanpumep, PBS, SLURM, LSF win SGE, ucnosb3yeMbIx Ha KJiacrepax CylnepKOMIIbIOTEPHOIO EHTPA KOJI-
JIEKTUBHOIO TIOJIb30BaHus. Pa3paboranHast MOJIEJIb PACIPEIEJIEHIS PECYPCOB JIJisi BUPTYAJIbHBIX MAIIUH [103BOJISIET
KCIIOJIb30BATH 3HAHUS O 338JaHUAX, XaPaKTEPUCTUKAX PECYPCOB U TEKYIEM COCTOSHUUA BUPTYAJIHLHON BHIYUCIUTE b=
HOI CpeJibl, & TaK2Ke OIBIT ee a/IMIHUCTPATOPOB. Pean30BaHHble HHCTPYMEHTHI 0DECIIEYNBAIOT BO3MOXKHOCTh «O€e3-
00JIE3HEHHOT» MHTETrPAIIY PA3SHOPOIHBIX BHIYACTUTENbHBIX KJIACTEPOB, UCIOJb3YIONINX PA3JINIHbIE CUCTEMbBI YIIPAB-
JIeHUs 33JIJAHUSIMU, B BUPTYaJIbHbIN KjacTep ¢ TpedyeMoit kouduryparweit. MoiebHble 9K CIEPUMEHTBHI TOKA3bIBAIOT,
94TO 000JI0YKA TUIIEPBU30PA ITO3BOJISLET MOBBICUTH KOIMMUITUEHT ITOJE3HOTO UCIIOIb30BAHNS Y3JI0B NUHTEIPUPOBAHHON
Cpelbl IyTEM TePEeHA3HAYEHNS BUPTYAJbHBIX MAIUH B OYEPE/IM TPAJUIMOHHBIX CUCTEM YIIPABJIECHUS 33JAHUIMU.
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