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This paper describes the development of a program for analysis of intoning of verbal pieces in the Russian
language. The goal is to measure the differences between the intoning of verbal pieces by both native and interna-
tional Russian language speakers. The research methodology is based on the application of neural network analysis
for solving the task of identification of speech samples, obtained by recording inophones’ speech. The experiment
was carried out with the participation of 12 people: native speakers of the Russian language and the Chinese
language, both male and female, aged from 20 to 35. A total number of speech samples amounted to 4800 items.
Overall, 10 speech items in declarative and interrogative intonation were analyzed. A neural network that provides
an assessment of correspondence of a speech sample to the standard variant of intoning was formed and trained.
The results of experimental research are presented in the form of statistical assessments of pronouncing the verbal
pieces with various intonations. These results are recommended to be applied in the process of learning Russian as
a foreign language: the obtained data are considered as the confidence threshold of intoning identification, which
complies with the standard or deviates from it. The results can also be applied for the individualized automated
compilation of recommendations on correction of mistakes.
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Introduction

Modern linguistics and lingoudidactics set out a number of tasks to researchers and meth-
odologists: communicative and pragmatic approach in teaching, individualization and national
orientation of teaching, optimization of balance between classroom and extracurricular (inde-
pendent) work of students. The formation of communicative competence and then its control
in the oral types of speech activities are connected with the pronouncing skills. We consider
the sound, phonetic aspect of speech to be the basis for the communicative competence reali-
zation in oral types of speech activities since errors in pronunciation and general phonetic
illegibility of speech lead to communicative errors which, in turn, can cause communication
failures.

Analysis of speech is performed by various methods among which there can be distin-
guished algorithmic methods and methods of neural networks. Both approaches are based on
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the transformation from the time domain to the frequency domain with the help of Fourier
transform. The next stage of analysis is to study properties of the enveloping frequency char-
acteristic of the studied speech sample. Popular methods of formant and cepstral analysis are
used for these purposes. A great influence on the quality of decomposition of the voice signal
and assessment of the speaker's voice path is made by the procedure of splitting the time
window, which occupies the speech sample [1]. Improving the efficiency of the cepstral analysis
method can be achieved by optimizing the parameters of the cepstral vector by the criterion
of minimum cross-connections between speech samples |2]|. However, algorithmic methods are
limited in their capabilities due to the high variability of the parameters of speech samples
models caused by the peculiarities of the human articulatory organs.

Intonation is an important aspect of practical teaching phonetics. In the context of glob-
alization and optimization of learning processes, there is needed a system considering specific
character of the native language intonation (ethnomethodological approach) and individual
characteristics of a student. In order to develop such a system and increase the use of dialogues
in the process of teaching a language, it is necessary to measure the differences between the
intoning of individual speech segments by the Russian language native speakers and by the
Chinese language native speakers studying the Russian language; determine the influence of
the intonation system of the native language on the studied language and systemize the pro-
nouncing variants interpreted as close as possible to the standard invariant of pronunciation.

Analysis of intoning in the speech of inophones and account of specific characteristics of
students’ native language allows avoiding violations of rhythmic pattern, incorrect emphasis of
the intonation structure center, replacement of the connotative coloring of a word or a phrase
while teaching Russian as a foreign language to Chinese language native speakers.

This paper is organized as follows. Section 1 is devoted to the method of analysis of into-
nation structures using a neural network. In section 2, we present the results of learning of the
neural network and its testing by the Chinese language native speakers. Conclusion summarizes
the study and points directions for further work.

1. Methodology

Methods of teaching phonetics are based on fundamental achievements in the field of pho-
netics description as a subsystem of language. For the first time, the question of phoneme
functional understanding and psychophysical basis of phoneme perception was considered in
the works by I.A. Baudouin de Courtenay [3], F. de Saussure [4], V.A. Bogoroditsky [5].

Modern phonology uses a phonemic-cluster method to solve practical tasks of the Russian
language phonetics teaching [6]. In this aspect the phonemic-cluster approach meets the prin-
ciples of clarity and simplicity which allow developing programs for processing speech samples
for the speakers of different languages. The current research presents the experience of devel-
oping an electronic training system based on experimental data obtained during the analysis
of speech samples of Chinese language native speakers. In addition, different aspects of pho-
netics are taken into account such as articulatory, acoustic, perceptive and functional as-
pects [7].

In the modern science of language, there are distinguished several concepts in intonation
learning. E.A. Bryzgunova 8| having proposed to describe the intonation of the Russian lan-
guage with the help of “intonation structure” notion, provided methodologists with an im-
portant tool for teaching phonetics (cf., the notion of “intoneme” by V.A. Artemov [9]). Ac-
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cording to the researcher, intonation is a combination of tone movement, sound strength, tim-
bre, and duration [10]. Intonation is one of the most important parameters of speech abilities,
while studying a language the multifunctionality of intonation in the Russian language makes
mastering the laws and rules of intonation a necessary condition for mastering speech as a tool
for expressing different shades of a thought and feelings. N.N. Rogoznaya defines intonation as
a functional-semantic of macrounit of an utterance which includes pitch frequency, intensity,
duration, timbre, and so on; intonation is being described in terms of acoustics and responds
to objective (instrumental) analysis [11]. The work on intoning becomes especially important
during the study of non-native speech which is primarily due to the difference in the intonation
pattern of various structures of the studied languages — native and foreign languages, which,
by definition, generates various kinds of errors of speech coding and decoding by inophones
while speaking a non-native language. Being a distinctive means of language intonation per-
forms a pragmatic function. Moreover, as it is proved experimentally by L.V. Bondarko,
N.B. Volskaya and their colleagues [12], the intonation of spontaneous speech differs from the
reproduction of a ready text, what should be taken into account when teaching the generation
and perception of oral speech.

Modern linguodidactics is developing national-oriented approaches to education. Taking
into account the facts of the native language that affect the mastery of a foreign language is
very productive, as noted in the works of researchers and methodologists dealing with the
problems of teaching languages of different types (see, for example, N.N. Rogoznaya [13],
V.A.V. Shafiro, Kharkhurin [14], S.T. Best [15], L. Wade-Woolley [16], R.S. Panova [17]|, Zhao
Zhe [18]). A number of works are devoted to the problem of teaching the intonation of the
Russian language in relation and correlation with the system of the native language or another
studied language (for example, I.I. Trubchaninova [19], L.Z. Mazina [20]). This ethnomethod-
ological approach is taken into account in our research in work with the Chinese audience in
terms of reflection of Chinese phonetics peculiarities in inophones’ Russian speech. The problem
of recognition of intonation structures in the Russian speech of Chinese speakers is connected
with the issue of differentiation of intonation and tone in the Chinese language. M.K.
Rumyantsev distinguishes such a semantically distinguishing function of tone for identification
of words and morphemes, while intonation, according to the scientist, represents a change in a
pitch over a large segment of an utterance [21].

There are known technologies for the use of neural networks (NN) for speech recognition.
In work [22] it is noted an expediency of usage of feedforward neural network the input layer
of which contains such a number of neurons which corresponds to the number of analyzed
features. Cepstral vectors as the most informative descriptions of speech samples in a frequency
domain are used as input for the NN. Fig. 1 shows a diagram of an intelligent system for
intonation sample analysis which includes NN as an integral part.

¢ X0 ¢ X(jw). K | M)

»

> N ™ I(X)

Fig. 1. Diagram of intellegent system of analysis

The speech sample x(t) is formed by a recording device G. In block F the speech sample is
transformed into a frequency domain, which in the form of X(jw) enters block K of M(w) the
composite cepstral vector formation. For each speech sample a composite cepstral vector of m
dimension is formed of successively connected cepstral vectors calculated for a single frame,
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into which a speech sample is divided. A number of parameters of a cepstral vector of a single
frame can be selected by the criterion of the maximum correlation of an intonation image which
is formed in it together with all speech samples which make up their general totality. A pre-
liminary analysis of intonation samples showed that the minimum number of nk parameters of
a spectral vector of a single frame should be at least 30. The connection of dimension of a
composite cepstral vector with the dimension of a cepstral vector of m = nt - nk the individual
frame, where nt is a number of frames. The singularity of the research is that such separate
words as “gom” (house), “kor” (cat), “marasun” (shop), “mama” (mother), “cemps” (family), “cok”
(juice), “nokyment” (document), “komuara’ (room), “cobaka’ (dog), “cymka” (bag) were selected
as intonation samples. Any speech samples are limited in duration of their pronunciation. This
makes it possible to perform their normalization by a number of nt time intervals, on which
they will be divided before conversion to a frequency domain. The operation of normalization
of cepstral vectors provides with the formatting of input for NN what is a necessary condition
for its operation.

M(w) the composite cepstral vector enters N feedforward neural network, the diagram of
which is shown on Fig.2.

M(w) M*(w) M;(w) Mj(w) I(x)
— No [ " Nu [ No +—>» N [

Fig. 2. Diagram of neural network

The NN parameters are presented in Tab. 1. There are 240 neurons in the input layer. Their
number is determined by the number of cepstral coefficients. The NN contains two internal
layers: in the first there are 50 neurons, in the second — 2 neurons. Output of network forms
I(x) the two-component vector. The first component speaks for declarative intonation of a
speech sample; the second component speaks for interrogative intonation.

Table 1
NN Characteristic
. . Number
Designation ..
of neurons Characteristics of a layer
of a layer ]
in a layer
Nin the input layer 240 neurons Complies with the dimensions of input vector
Learns with a decoder without a teacher by mini-
Nu1 the autoencoder 50 neurons mum mean-square error with the L2 metric and ad-
justable sparsity of NN
. Learns with a vector-teacher after network assem-
Nyo the classifier 2 neurons . . .
bly using method of scalable conjugate gradients
Type of intonation: [1 0] — for declarative intona-
Nout the output 2 neurons . . .. .
tion and [0 1] — for interrogative intonation
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2. Results

2.1. Errors related to the identification of speech samples

Specific feature of the Chinese language native speakers consists in continuous changing of
tone frequency during the whole utterance as well as a single lexical unit that is confirmed by
the results of experiment of recording inophones’ speech, both male and female (cf, for example,
changing the pitch, a shift of lexical units intonation centers in interrogative sentences in such
words as “nOxyment” (document), “cobAka’ (dog), “MmAMA” (mother)). The errors connected
with the emphasis of the last syllable in a lexical unit are due to the fact that the Chinese
interrogative sentence contains *ma particle at the end of the sentence differentiating a ques-
tion. It is the interrogative particle that most often accounts for the melodic peak of the utter-
ance in the Chinese language.

While identifying declarative and interrogative constructions the difficulty consists in the
pitch including such components as the height of the starting point, interval between the
starting and the ending points, pauses, a stress (cf., for example, in experimental base an
interrogative intonation if lexical unit “mom” (house) pronounced by the Chinese language na-
tive speakers and compared to the third tone in the Chinese language; the vowel is being
stretched and, consequently, there are a few melodic peaks).

2.2. The role of technical means in teaching russian phonetics

Experts associate the optimization of the formation of pronunciation skills with the remote
and electronic educational technologies. The electronic educational environment provides many
opportunities for modern linguodidactics, therefore it is the subject of consideration both in
terms of technical capabilities [23] and in terms of difficulties and problems of language teach-
ing. In particular, the issue of implementing a competence-based approach to language teaching
is being developed (see, for example, [24]).

The popularity of electronic educational resources and a large number of them do not solve
the problems caused by the specific features of teaching phonetics. The main problem is the
dialogization of learning: the majority of educational resources give the opportunity to listen
to the studied sound or intonation structure and record your own version of pronunciation.
However, at this stage, there is a problem of measuring the degree of compliance of a particular
pronunciation with the variant which is included in the set of standard variants making the

phonemic invariant.

2.3. Results of the experimental research

Preparation of cepstral vectors was carried out in a program that allows adjusting the
parameters of the cepstral vectors under formation. Some of the program dialog windows are
shown in Fig. 3-6.

Fig. 3 shows the setting the number of frames of the speech sample. In the presented
analysis it is 5 frames. To reduce the errors of the Fourier transform on the borders of the
windows applied Hamming window. The right side of Fig. 3 shows the graph of the speech
pattern in the time domain. The informative part of the speech sample is automatically high-
lighted in blue, according to which the analysis will be performed. With the help of the built-
in player, it is possible to play the entire file or its informative part. It is possible to go to the
window “Mel Frequency Cepstral Coefficents” (MFCC).
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Fig. 3. MFCC Calculation Program's Dialog Window:
setting the number of frames of the speech sample
Fig. 4. shows MFCC options window. The program performs batch processing of the speech

samples files. MFCC vector is formed for each file as a sequence of MFCC vectors extracted
from successive frames of the speech signal.
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Fig. 4. MFCC Calculation Program's Dialog Window: MFCC vectors extraction

Fig. 5. shows the adjustment of MFCC extraction parameters. Here one can set up the
parameters of MFCC extraction such as coefficients number or the herz-scale size.
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Fig. 5. MFCC Calculation Program's Dialog Window:
MFCC options and a batch mode panel
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Fig. 6 shows the results of cepstral vectors calculation in a batch mode.
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Fig. 6. MFCC Calculation Program's Dialog Window:

results of calculation of cepstral vectors in a batch mode

The neural network was trained on an array of speech samples the characteristic of which
is presented in Tab. 2.

Table 2
Distribution of the speech samples by type of intonation and native speakers
Number of speech samples
Language speakers | Intonation
by type of intonation by type of speakers
Interrogative 1229
Russian (teaching) 2308
Declarative 1079
Interrogative 509
Chinise 903
Declarative 394
Interrogative 60
Russian (5% test) 120
Declarative 60

The total number of samples in the table makes up 3331 units out of the 4800 initial speech
samples. The decrease of the samples quantity is caused by their sifting in the course of in-
spection for their compliance with the required intonation.

Fig. 7 shows the confusion matrix for a neural network with a single-layer autoencoder
(240-50-2): a — calculated by 5% test samples; b — calculated by 10% test samples.

Fig. 8 shows the confusion matrix of a neural network with a single-layer autoencoder
(240-50-2) for the Chinese language native speakers. The samples amount made up 903 units.

Fig. 9 shows the confusion matrix for a neural network with a two-layer autoencoder
containing 10 neurons in the second layer (240-50-10-2): a — calculated by 5% test samples;

b — calculated by 10% test samples.
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Confusion Matrix Confusion Matrix

Output Class
N
Output Class
24

1 2

1 2
Target Class

Target Class

a) Calculated by 5% test samples b) Calculated by 10% test samples

Fig. 7. Confusion matrices by test samples for the neural network

with a single-layer autoencoder (240-50-2)

Confusion Matrix

Output Class
ma

1 bl
Target Class

Fig. 8. Confusion matrix of the neural network with a single-layer autoencoder

for the Chinese language native speakers (240-50-2)
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Confusion Matrix Confusion Matrix

Output Class
Output Class

2

1 2 1
Target Class

Target Class

a) Calculated by 5% test samples b) Calculated by 10% test samples

Fig. 9. Confusion matrices for the neural network

with a two-layer autoencoder (240-50-10-2)

Fig. 10 shows the confusion matrix of a neural network with a two-layer autoencoder (240-

50-10-2) for the Chinese language native speakers.

Confusion Matrix

Output Class

1 2
Target Class

Fig. 10. Confusion matrix for the neural network with a two-layer autoencoder

(240-50-10-2) for the Chinese language native speakers

Fig. 11 shows the diagram “Minimum Mean-Square Error with the L2 metric and adjust-
able sparsity of NN” depending on the quantity of epochs of learning for the neural network

with a two-layer autoencoder (240-50-10-2).
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Best Training Performance is 0.092423 at epoch 50

iy
o
=]

iy
=
T

102 ; y ; ; y . g ; y :
o 5 10 15 20 25 30 35 40 45 50

50 Epochs

Squared Error with L2 and Sparsity Regularizers (mse

Fig. 11. Diagram of learning of the neural network
with a two-layer autoencoder (240-50-10-2)

Fig. 12 shows the confusion matrix for a neural network with a two-layer autoencoder
containing 100 neurons in the first layer (240-100-10-2).

Confusion Matrix Confusion Matrix

Output Class
ra
Output Class
=]

1 2 1 2
Target Class Target Class
a) Calculated by 5% test samples b) Calculated by 10% test samples

Fig. 12. Confusion matrices for the neural network
with a two-layer autoencoder (240-100-10-2)

114 Bectuuk FOYpI'Y. Cepusi «BorauciauresbHasg mareMaTuka u nH(pOpMaTUKa»



Y.L. Beresovskaya, T.D. Isupova, D.A. Katsay, O.I. Sharafutdinova, L.I. Shestakova u ap.

Fig. 13 shows the confusion matrix of the neural network with a two-layer autoencoder
(240-100-10-2) for the Chinese language native speakers.

Confusion Matrix

Output Class

1 2
Target Class

Fig. 13. Confusion matrix for the neural network with a two-layer autoencoder

(240-100-10-2) for the Chinese language native speakers

A number of cepstral coefficients are calculated with account of zero coefficient removal
as less informative for the analysis of speech sample intonation. There were formed two variants
of data with the parameters: 1) nt = 5 frames, nk = 50 coefficients, m = 250; 2) nt = 8 frames,
nk = 30 coefficients, m = 240. The second variant with 8 frames of 30 coefficients proved to
be better in accuracy of speech intonation recognition. The results of intonation recognition in
the speech of the Chinese language native speakers are presented in Tab. 3.

Table 3

Evaluation of recognition of the chinese language native speakers’ intonation

Speech sample
Number of speech samples Declrative Interrogative Total, %
and their percentage Correct| Incorrect | Cor- | Incor- | Cor- | Incor-
rect rect rect rect
Declrative 232 89
Results of -
. Interrogative 162 420
recognition
Total, % 58.9 41.1 82.5 17.5 72.2 27.8

Comparison of NN variants used to determine the Russian language native speakers’ into-
nation, whose properties are presented by the error matrices in Fig. 7a and Fig. 9a by Van
Rijsbergen F-test: with a two-layer autoencoder, F = 0.959 is slightly better compared to a
single-layer autoencoder F = 0.926.

Comparison of NN variants used to determine the Chinese language native speakers’ into-
nation, whose properties are presented by the error matrices in Fig.8 and Fig.10 by F-test:
with a single-layer autoencoder, F = 0.73 is slightly better compared to a two-layer autoencoder
F = 0.712.
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Conclusion

The goal of the research was to measure differences between the intoning of verbal pieces
by both native and international Russian language speakers. By using neural network methods,
differences in recognizing intonation errors were identified for native Russian and non-native
Chinese subjects learning the Russian language. Overall, the neural network method success-
fully measured the relative difference between the two experimental groups.

The intonation recognition among the Russian language native speakers ranged from 92 to
97% on the test array of samples which makes 10 to 5% from the general totality of intonation
speech master-samples. Recognition errors are evenly distributed in declarative and interroga-
tive intonations.

Recognition of intonation of the Chinese language native speakers is consistently recognized
with probability from 70% to 73%. In the selection of speech samples of the Chinese language
native speakers about 35-40% of declarative intonations are mistakenly identified as interrog-
ative and less than 20% of interrogative intonations are identified as declarative. The possible
reason can lie in the specific features of the Chinese language native speakers when the declar-
ative intonation sounds like n interrogative one.

The research revealed that short monosyllabic words such as “kor” (cat), “mom” (house),
“cok” (juice) do not contribute to the verification of data as an objective analysis of intonation
can give a correct assessment in the presence of more than one syllable in a speech unit.

Due to the limitation of the teaching selection the dimension of NN was determined to be
small both in the number of hidden layers and the number of neurons.

In future research work, it is planned to expand the selection of intonation samples used
for teaching NN by age criterion, by number and type of samples in the form of complex words
and sentences which are more true-to-fact for observing the intonation characteristics.

The work was being completed under financial support of the Ministry of Education and
Science of the Russian Federation on the project entitled «Establishment and development of
a network (not less than 8) of Pushkin Institute Centers in the PRC on the basis of organiza-
tions performing education in Russian language” within the frameworks of implementation of
the event entitled “Subsidy for implementation of events targeted at integral functioning and
development of Russian language” of the main event entitled “Development of open education
in Russian language and study of Russian language” of the field (subprogram) entitled “Devel-
opment and distribution of Russian language as a foundation of civil self-identity and the
language of international dialogue (“Russian language”)” of the Education Development state
program of the Russian Federation, according to the Agreement between the Ministry of Edu-
cation and Science of the Russian Federation and the Federal State Autonomous Educational
Institution of Higher Education “South Ural State University (National Research University)”.

This paper is distributed under the terms of the Creative Commons Attribution-Non Com-
mercial 3.0 License which permits non-commercial use, reproduction and distribution of the
work without further permission provided the original work is properly cited.
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B crarne onuckBaercs pazpaboTka mporpaMMbl aHAIN3a HUHTOHUPOBAHUS PEUEBBIX OTPE3KOB B PYCCKOM SA3BIKE.
[TocraBiena 1esb M3MEPUTH PABIAYAS MEXK/Iy MHTOHUPOBAHUEM DPEUYEBLIX OTPE3KOB HOCHUTEJISME PYCCKOTO S3BIKA
KakK POJHOIO W KaK MHOCTPAHHOrO. MeTo00rus NCCaeJOBaH OCHOBAHA HA IPUMEHEHHH METOIOB HEpOCeTeBOro
aHaIM3a I PEIeHus 3a7a9n HACHTU(UKAINN PEUEBBIX 00PA3IOB, MOJYICHHBIX B PE3ybTATe 3AMUCH PEIU MHO-
domos. B skcnepumenTe npuauMaio ygactue 12 9eI0BeK — HOCHTEJEH PYyCCKOTrO W KUTANCKOTO S3bIKOB, MY?KCKOTO
¥ KEHCKOro moja, B Bozpacre or 20 mo 35 jer. Obmiee KOIMIECTBO pedeBbIX 00pasunos cocTasuiao 4800 emummir,
Bceero npoanasmsuposano 10 eauauil B IOBECTBOBATE/IBHOM U BonpocuTe/ibHO# nnTonanuu. ChopmupoBana u 00y-
JeHa HEIPOHHAs CETh, JAIOINAs OIEHKY 0 COOTBETCTBUIO PEUEBOrO 0O6pA3Iia STAJIOHHOMY BAPUAHTY WHTOHUPOBAHMSI.
PesynbraTs! sKcIIepuMeHTATBHBIX UCCIEOBAHUI JTEMOHCTPUPYIOTCS B BHJIE CTATUCTHIECKHUX OIEHOK MPOU3HOIIECHUST
PEUEBBbIX OTPE3KOB € PA3JIUYHON MHTOHAIMEH. PekoMeHyeTcss IpUMEHITh 3TH Pe3yJabTaThl B IPOIEcce O0yUIeHUsT
PYCCKOMY SI3BIKY KaK MHOCTPAHHOMY: ITOJIyUYeHHBbIE JAHHbIE PACCMATPUBAIOTCS B KAUeCTBE JIOBEPUTEIHLHOTO MOPOora
pacno3HaBaHus WHTOHUPOBAHMS, COOTBETCTBYIONIErO STAJOHY WU OTKJIOHSIOIIErocs OT Hero. TakxKe pe3yIbTaTbl
MOXKHO TPWMEHSTh JjIsi aBTOMATHYECKOI0 WHINBUIYAJTU3UPOBAHHOIO MOI00Pa PEKOMEHAINNA M0 KOPPEKTHPOBKE
OImubOoK.

Kmouesnie cao8a: KencmparoHvl anasud, HeTPOHHAA CEMb, GHAAU3 UHMOHAUUL, PYCCKUL A3DK KAK UHOCTNPAH-
MO, UHMOHUPOBAHUE.
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