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In the guaranteed estimation problems under uncertainty relative to disturbances and measurement errors, the admissible sets of their possible values are determined. The solution is chosen due to conditions of guaranteed bounded estimates optimization corresponding to the worst realization of disturbances and measurement errors. The result of the guaranteed estimation is an unimprovable bounded estimate (information set), which turns to be overly pessimistic (reinsurance) if a priori admissible set of measurement errors is too large compared to their realized values. The admissible sets of disturbances and measurement errors can turn to be only rough upper estimates on a short observation interval. The goal of research is the accuracy enhancement problem of guaranteed estimation when measurement errors are not realized in the worst way, i.e. the environment in which the object operates does not behave as aggressively as it is built in a priori data on the permissible set of error values. Research design. The problem of adaptive guaranteed estimation of a constant signal from noisy measurements is considered. The adaptive filtering problem is, according to the results of measurement processing, from the whole set of possible realizations of errors, to choose the one that would generate the measurement sequence. Results. An adaptive guaranteed estimation algorithm is presented. The adaptive algorithm construction is based on a multi-alternative method based on the Kalman filter bank. The method uses a set of filters, each of which is tuned to a specific hypothesis about the measurement error model. Filter residuals are used to compute estimates of realized measurement errors. The choice of the realization of possible errors is performed using a function that has the meaning of the residual variance over a short time interval. Conclusion. The computational scheme of the adaptive algorithm, the numerical example, and comparative analysis of obtained estimates are presented.
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Introduction
The estimation problem of a constant signal $x$ from noisy measurements is considered [1]

$$y_k = x + v_k, \quad k = 1, 2, ..., N,$$

where $x \in \mathbb{R}^1$ is a constant value (useful signal), $v_k \in \mathbb{R}^1$ are the measurement errors. Under natural conditions, the values of measurement errors $v_k, k = 1, N$, are unknown (uncontrolled). A priori information about measurement errors is formalized by choosing a hypothesis about the properties of errors $v_k$. The following hypotheses are traditional.

1. The measurement errors $v_k$ are random and given by probability density function with known parameters.
2. The measurement errors $v_k$ are uncertain quantities: $v_k \in V$, where $V$ is a given convex set of their possible values.

Acceptance of the hypothesis about the probabilistic nature of measurement errors makes it possible to formulate the problem within the framework of the stochastic approach as the problem of finding the optimal estimate in the mean square sense and to use statistical methods [2]. The most common is the use of the least-squares method (LS) [1, 2], i.e. minimizing a function

$$J(x) = \sum_{k=1}^{N} (y_k - x)^2, \quad \hat{x}^{LS} = \arg\min_{x} J(x).$$
Recurrent algorithms are most widely used in solving problems of processing noisy measurements when an estimate of an unknown quantity is formed by the sequential processing of each available measurement and the results obtained at the previous processing step. The recurrent LS-method is the relations of the Kalman filter (KF) for the considered problem (1) [3, 4]. However, any inaccuracy in the knowledge of the probabilistic characteristics of errors $v_k$ can cause divergence of the filtering process [5–8].

However, in many situations, the application of stochastic estimation methods can be difficult: due to the small number of available measurements, based on the results of which the search for the best estimate is carried out, or the absence of probabilistic characteristics of measurement errors. Besides, the assumption about the random nature of measurement errors is not always justified [5, 8]: often it is only known that the measurement errors $v_k$ are bounded.

Given a set of possible values of measurement errors, it is possible to formulate the problem within the guaranteed (set-membership approach) as the problem of finding the bounded set of possible values of an unknown quantity [9–26]. In this case, the problem solution is selected from the condition of the optimization of guaranteed bounded estimates corresponding to the worst realization of measurement errors [8, 12, 18, 24]. The advantage of guaranteed estimation methods is the absence of random filtering errors [10–15, 21, 23, 27]. However, the resulting bounded estimate (information set) may turn out to be overly pessimistic (reinsurance) if the set of possible values of measurement errors is too wide [8, 17, 18].

The problem of adaptive algorithm development for guaranteed estimating becomes relevant [28].

The adaptive guaranteed estimation problem is, according to the results of measurement processing, from the whole set of possible realizations of errors, to choose the one that would generate the sequence of measurements [8].

One of the central issues of modern estimation theory [29–32] is the synthesis of adaptive filters enabling of providing a sufficiently accurate estimate of the state vector in the absence of accurate a priori information about disturbances and measurement errors is one of the. In [6, 7, 29, 32], various algorithms for adaptive filtering of stochastic systems with unknown values of the noise covariance matrices are discussed.

This article is focused on the problem of adaptive guaranteed estimation of a constant signal from noisy measurements. The development of an adaptive estimation algorithm is based on a multi-alternative method based on a Kalman filter bank, which was first proposed in [33] for estimating random processes with unknown constant parameters [34, 35]. This method has found wide application in problems with a multi-alternative description of a system state or process [36–38]. The work continues research [39, 40].

**Statement of the problem**

Consider the estimation problem solution of unknown constant signal from a single realization of measurements (1) in the framework of a guaranteed (set-membership) approach. A priori information about the initial value $x_0$ of a variable and errors $v_k$ is represented in the form of admissible sets of the corresponding quantities [9–12, 16–20, 24, 26]

$$x_0 \in X_0 = [-x_0, +x_0], \quad v_k \in V = [-v, +v], \quad k = 1, 2, ..., N,$$

where $-x$, $+x$ are respectively left and right bounds of the set $X_0$, $-v$, $+v$ are respectively left and right bounds of the set $V$.

The result of guaranteed estimation is the construction of the information set $\bar{X}_k$ that is guaranteed to contain an unknown signal $x$ [10–24].

$$x \in \bar{X}_k = [-x_k, +x_k], \quad k = 1, 2, ..., N.$$

The information set is defined as follows [18, 23]:

$$\bar{X}_k = \bar{X}_{k-1} \cap X[y_k], \quad \bar{X}_0 = X_0, \quad k = 1, 2, ..., N, \quad (4)$$

where $X[y_k]$ is the measurement consistent set

$$X[y_k] = \{x | x = y_k - v, v \in V\}, \quad k = 1, 2, ..., N.$$
Управление в технических системах

The presence of the estimate $\bar{X}_k$ (4) is fundamentally important from determining the consistency of a priori information (2) [23]. The algorithm efficiency mainly depends on a priori estimate $V$ which is adequate to the realized errors $v_k$.

1. Errors in the set $V$ definition, i.e. a failure of the assumptions (2) when $v_k \notin V$, can lead to the fact that the information set $\bar{X}_k$ may be empty at some time step $k : \bar{X}_k = \emptyset$. Errors in set $X_0$ definition can also lead to such a situation.

2. If the set $V$ is too wide, then the information set $\bar{X}_k$ will regularly within the measurement consistent set $X \left[ v_k \right] : \bar{X}_{k-1} \subset X \left[ v_k \right]$, $\bar{X}_{k-1} = \bar{X}_k$. In this case, measurement processing is useless, i.e. it does not lead to an increase in the estimation accuracy – a decrease in estimation errors.

Consider an algorithm for solving the guaranteed estimation problem for the case, when a prior admissible set $V$ is too wide, as a result $\bar{X}_{k-1} = \bar{X}_k$, $k = 1, 2, ...$.

**Adaptive algorithm of guaranteed estimation**

By following the LS-method and the KF, consider the measurement residual formed as the difference between the measured value and the estimate obtained at the previous step [4, 8, 9]

$$\mu_k = y_k - \bar{x}_{k-1}, \quad \bar{x}_{k-1} \in \bar{X}_{k-1} = \left[ -x_{k-1}, +x_{k-1} \right].$$

Substituting the measurement equation (1) into this equation, we find that

$$\mu_k = e_k + v_k, \quad k = 1, 2, ..., N,$$

where $e_k = x - x_{k-1}^*$ is the estimation error of unknown signal $x$.

Thus, the residual $\mu_k$ (7) corresponding to the current moment of time $k$ is an estimate of the realized measurement error $v_k$, and the estimation error of the measurement error is equal to the estimation error of the signal $x$.

As for estimation error $e_k$, it is known that

$$e_k \in X_{k-1}^0 = \left[ -x_{k-1}^0, +x_{k-1}^0 \right], \quad k = 1, 2, ..., N,$$

where

$$X_{k-1}^0 = \bar{X}_{k-1} - x_{k-1}^*, \quad k = 1, 2, ..., N,$$

is the centered set symmetric about zero, $0 \in X_{k-1}^0$.

The estimate (8) is guaranteed and means that the actual estimation error $e_k$ can take any value from the set $X_{k-1}^0$.

Taking into account the constraint (8) on the error value $e_k$, the permissible set of measurement errors $v_k$ can be represented as

$$V_k = \left\{ v \mid v = \mu_k - e, \forall e \in X_{k-1}^0 \right\} = \left\{ v \mid \mu_k - +x_{k-1}^0 \leq v \leq \mu_k - -x_{k-1}^0 \right\} =$$

$$= \left[ \mu_k - +x_{k-1}^0, \quad \mu_k - -x_{k-1}^0 \right], \quad k = 1, 2, ..., N.$$  (9)

In the equation for the measurement residual (6) substitute the estimate $x_0^*$ given a priori for the estimate obtained at the previous time step $x_{k-1}^*$

$$\mu_k = y_k - x_0^* = e + v_k, \quad k = 1, 2, ..., N,$$

$$x_0 \in X_0 = \left[ -x_0, +x_0 \right], \quad x_0^* = \left( -x_0 + +x_0 \right) / 2.$$  (11)

The value

$$e = x - x_0^*$$

is the error of the initialization of $x$. 

---

The centered set
\[ e \in \left[ -x_0 - x_0^*, \ +x_0 - x_0^* \right] \]  \hspace{1cm} (13)
is the set of possible values of errors \( e \) \( (12) \), symmetric about zero.

Taking into account equations (10) and conditions (11), (13), represent the admissible set of measurement errors in the form
\[ v_k \in V_k = \left\{ v \mid \mu_k - \left( -x_0 - x_0^* \right) \leq v \leq \mu_k - \left( -x_0 - x_0^* \right) \right\} = \left[ \mu_k - \left( -x_0 - x_0^* \right), \ \mu_k - \left( -x_0 - x_0^* \right) \right], \ k = 1, 2, \ldots, N. \]  \hspace{1cm} (14)

Thus, the width of the permissible set \( V_k \) \( (14) \) of measurement errors \( v_k \) is determined by the width of the permissible set of errors \( e \) in setting information about the actual value \( x \) \( (13) \).

Explain this choice. As shown above, if the admissible set \( V = \left[ -\nu, +\nu \right] \) of errors \( v_k \) is a priori given too wide, so that \( X_0 \subset V \), then the information set \( \bar{X}_k \) is within the measurement consistent set: \( \bar{X}_{k-1} \subset X[y_k] \) and \( \bar{X}_{k-1} = \bar{X}_k \). According to the minimax principle, the estimation error \( e_k = e = x - x_0^* \) \( (12) \) will be the minimum of the maximum possible (minimum in the worst case) at point \( x_0 \) \( (11) \). Besides, its value does not depend on measurements \( y_k, k = 1, N \) and is constant over the entire considered time interval. The admissible set \( (13) \) of the estimation error \( e \) can be represented as the sum of two subsets
\[ e \in \left[ -x_0 - x_0^*, \ 0 \right] + \left[ 0, \ +x_0 - x_0^* \right]. \]  \hspace{1cm} (15)
The value and sign of the actual estimation error \( e \) are unknown. Therefore, we can talk about accepting one of two hypotheses, a hypothesis \( H_0 \): \( e \leq 0, e \in \left[ -x_0 - x_0^*, \ 0 \right] \) or a hypothesis \( H_1 \): \( e \geq 0, e \in \left[ 0, \ +x_0 - x_0^* \right] \). The acceptance of the hypothesis \( H_0 \) with the fulfillment of conditions \( e \in \left[ -x_0 - x_0^*, \ 0 \right] \) leads to a guaranteed result
\[ v_k \in V_k = \left\{ v \mid \mu_k \leq v \leq \mu_k - \left( -x_0 - x_0^* \right) \right\} = \left[ \mu_k, \ \mu_k - \left( -x_0 - x_0^* \right) \right], \ k = 1, 2, \ldots, N. \]  \hspace{1cm} (16)
The acceptance of the hypothesis \( H_0 \), while \( e \in \left[ 0, \ +x_0 - x_0^* \right] \), leads to the fact that
\[ v_k \notin V_k = \left\{ v \mid \mu_k \leq v \leq \mu_k - \left( -x_0 - x_0^* \right) \right\} = \left[ \mu_k, \ \mu_k - \left( -x_0 - x_0^* \right) \right], \ k = 1, 2, \ldots, N. \]  \hspace{1cm} (17)

An error in setting the set \( V_k \) \( (17) \) can lead to the fact that the information set \( \bar{X}_k \) at some time step \( k \) may turn out to be empty: \( \bar{X}_k = \emptyset \). In this case, further construction of the sets using the filter equations \( (4), (5) \) becomes impossible. However, it may turn out that \( \bar{X}_{k-1} \cap X[y_k] \notin \emptyset \), but the result of the estimation is false \( x \notin \bar{X}_k \).

In case of this situation, it is possible (given a priori information \( (15) \) about the possible values of estimation errors \( e \in \left[ -x_0 - x_0^*, \ 0 \right] \) — hypothesis \( H_0 \) and \( e \in \left[ 0, \ +x_0 - x_0^* \right] \) — hypothesis \( H_1 \)) to solve the guaranteed estimation problem using parallel computations considering the results of the algorithm for different values \( V_k \) \( (16), (17) \):

1. If, given a hypothesis \( H_0 / H_1 \), it turned out that \( v_k \notin V_k \) at some time step \( k \), then the information set obtained by time step \( k \) becomes empty \( \bar{X}_k = \emptyset \). Starting from a time step \( k + 1 \), an alternative hypothesis is taken into account \( H_1 / H_0 \).

2. If, given a hypothesis \( H_0 / H_1 \), it turned out that \( v_k \notin V_k \) at some time step \( k \) but the presence of
bounded set $\bar{X}_k \neq \emptyset$ does not allow to recognize this situation, then the criterion for choosing a set $V_k$ is the accuracy of the obtained estimates $x_k^*$. 

To characterize the actual quality of estimation, one can use a sequence of a posteriori residuals of measurements [8, 9, 39, 40].

$$\gamma_k = y_k - x_k^*, \quad x_k^* \in \overline{X}_k = \left[ -x_k, +x_k \right], \quad k = 1, 2, ..., N,$$  \hspace{1cm} (18)

where $x_k^*$ is the estimate of unknown signal $x$ obtained by the time step $k$.

Of particular interest is to obtain the best (optimal) estimates $x_k^*$. These estimates can be obtained by solving the problem of minimizing the function

$$\sum_{k=1}^{N} \gamma_k^2 \rightarrow \min_{x_k \in \overline{X}_k}.$$  \hspace{1cm} (19)

Function (19), which is the sum of the squares of a posteriori residuals, carries information about the estimated error of estimation [8, 9]. Therefore, the criterion for choosing the admissible set of real-
ized measurement errors is the accuracy of the obtained point estimates $x_k^*$ of the signal $x$ for different values of $V_k$ (16), (17). In this case, the algorithm accuracy for the selected set $V_k$ is estimated by averaging over the considered measurement interval.

Thus, it is possible to specify the following guaranteed estimation algorithm, which is adaptive to the realized measurement errors.

1. The measurement interval $k = 1, ..., N$ is divided into equal $l$ sub-intervals.

2. Two competing hypotheses $H_0$ and $H_1$ are accepted that the estimation errors $e$ model given in the form of a set of their possible values $e \in \left[ -x_0 - x_0^*, 0 \right]$ and $e \in \left[ 0, +x_0 - x_0^* \right]$ respectively, rather accurately describes the behavior of actual estimation errors on the measurement interval $y_1, y_2, ..., y_l$.

3. Following the accepted hypotheses, the admissible sets of measurement errors are calculated (16) and (17), respectively. We will consider the results of the estimation algorithm for different admissible sets of measurement errors.

4. The estimate of the signal $x$ obtained on this measurement interval will be denoted $x_k^*$ and will be found by the criterion of the minimum squared residuals (19), comparing the results of the algorithm for different admissible sets of measurement errors.

5. For the next measurement interval $y_{l+1}, y_{l+2}, ..., y_{l+i}$ as a priori estimate of the signal $x$, we will consider the estimate obtained from measurements at the last time steps $l: x_0 = x_0^*, X_0 = \overline{X}_l$.

The measurement processing on the interval $k = l + 1, l + l$ is carried out in the same way as the measurement processing on the interval $k = 1, l$. The application of the algorithm does not require storing $l$ measurements, but only calculating and storing estimates with the width of the measurement interval equal to $l$.

Represent a multi-alternative model of the algorithm in the following form.

**Algorithm 1**

1. **Step 0.** Determine the admissible sets $x_0 \in X_0 = \left[ -x_0, +x_0 \right]$, $v_k \in V = \left[ -v, +v \right]$, $k = 1, l$, $l \ll N$.

2. **Step 1.** Define $k = 1$.

3. **Step 2.** Calculate $x_0^*$ following (11). Accept the hypothesis $H_0: e \in \left[ -x_0 - x_0^*, 0 \right]$.

4. **Step 3.** Calculate $\mu_k$ following (10) and the admissible set of measurement errors $v_k$ following (16).

5. **Step 4.** Calculate $\overline{X}_k$ following (4), (5).

6. **Step 5.** If $\overline{X}_k = \emptyset$, go to **Step 2** of Algorithm 2. Otherwise, go to **Step 6**.

7. **Step 6.** Calculate $\gamma_k$ following (18).

8. **Step 7.** Define $k = k + 1$ go to **Step 3.** If $k = l$, go to **Step 8**.
Step 8. Calculate \( \sum_{k=1}^{l} \gamma_k^2 \).

Step 9. If the value \( \sum_{k=1}^{l} \gamma_k^2 \) corresponding to Step 8 of Algorithm 1 is less than the value \( \sum_{k=1}^{l} \gamma_k^2 \) corresponding to Step 8 of Algorithm 2, define \( k = l + 1 \), \( X_0 = \bar{X}_l \) and go to Step 2. Otherwise, go to Step 2 of Algorithm 2.

Algorithm 2

Step 0. Determine the admissible sets \( x_0 \in X_0 = \left[ -x_0, +x_0 \right], v_k \in V = \left[ -v, +v \right], k = 1, l, l \ll N \).
Step 1. Define \( k = 1 \).
Step 2. Calculate \( x_k^0 \) following (11). Accept the hypothesis \( H_1 : e \in \left[ 0, +x_0 - x_0 \right] \).
Step 3. Calculate \( \mu_k \) following (10) and the admissible set of measurement errors \( v_k \) following (17).
Step 4. Calculate \( \bar{X}_k \) following (4), (5).
Step 5. If \( \bar{X}_k = \emptyset \), go to Step 2 of Algorithm 1. Otherwise, go to Step 6.
Step 6. Calculate \( \gamma_k \) following (18).
Step 7. Define \( k = k + 1 \) go to Step 3. If \( k = l \), go to Step 8.
Step 8. Calculate \( \sum_{k=1}^{l} \gamma_k^2 \).

Step 9. If the value \( \sum_{k=1}^{l} \gamma_k^2 \) corresponding to Step 8 of Algorithm 2 is less than the value \( \sum_{k=1}^{l} \gamma_k^2 \) corresponding to Step 8 of Algorithm 1, define \( k = l + 1 \), \( X_0 = \bar{X}_l \) and go to Step 2. Otherwise, go to Step 2 of Algorithm 1.

Numerical simulations

The problem of constant signal estimation from noisy measurements is considered

\[ y_k = x + v_k, \quad k = 1, \ldots, N. \]  

The true value is \( x = 0.5 \), the number of measurements is \( N = 100 \). The noisy measurements \( y_k \) (20) and measurement errors \( v_k \) are shown in Fig. 1. The measurement errors are assumed to be zero mean Gaussian white noise sequence with standard deviation \( \sigma_v = 0.17 \). The prior admissible sets are taken as follows:

\[ X_0 = \left[ -x_0, +x_0 \right] = [-1, 1], \quad V = \left[ -v, +v \right] = [-3\sigma_v, 3\sigma_v]. \]

As Fig. 1b shows, the realization of measurement errors is such that \( |v_k| \ll 3\sigma_v \).

![Fig. 1. The processes considered in the example: a – noisy measurements \( y_k \); b – measurement errors \( v_k \)](image-url)
The measurement interval was divided into 5 equal sub-intervals. According to the results of measurement processing, the information set of possible values of the signal $x$ is obtained (Fig. 2)

$$x \in \mathbb{X}_N = [0.4688, 0.5], \quad x^*_N = 0.4844, \quad k \in [80, 100].$$

The information set of possible values of the signal $x$ computed by “non-adaptive” filter is (Fig. 2)

$$x \in \mathbb{X}_N = [0.3431, 0.5779], \quad x^*_N = 0.4605, \quad k \in [92, 100].$$

The maximum possible error of the adaptive filter is $\max_{c \in \mathbb{X}_N} |x - c| = 0.0312$, and that of “non-adaptive” filter becomes $\max_{c \in \mathbb{X}_N} |x - c| = 0.1569$. As a quantitative characteristic of the efficiency of the proposed adaptive estimation algorithm, consider the ratio

$\delta_N = \frac{\mathbb{X}_N}{\mathbb{X}_0} \cdot 100\%$ of intervals

$$\mathbb{X}_N = [\pm x_N, \pm x_N] \quad \text{and} \quad \mathbb{X}_0 = [\pm x_0, \pm x_0].$$

The quantity $\delta$ shows what part of the prior uncertainty is the information set [41]. The information set computed by the adaptive guaranteed algorithm does not exceed 2% ($\delta = 1.56$) of the prior uncertainty value, while the information set computed by the “non-adaptive” guaranteed algorithm exceeds 11% ($\delta = 11.74$) of the prior uncertainty value.

**Application of the Kalman Filter**

Recurrence equations of LSE [3, 8]

$$\hat{x}_k = \hat{x}_{k-1} + p_k r^{-1} (y_k - \hat{x}_{k-1}), \quad k = 1, 2, ..., N, \quad (21)$$

$$p_k = \left( p_{k-1} + r^{-1} \right)^{-1}. \quad (22)$$

As mentioned above, equations (21), (22) are the KF equations for the considered problem (20).

The variance of measurement errors is known: $r = \sigma^2$. Initial conditions for the KF are: $x \in N(0, p_0)$, $\hat{x}_0 = 0$, $p_0 = \frac{1}{9}$.

From a comparison of the results of the adaptive guaranteed estimation and the KF (Fig. 3, Table 1), it follows that the implementation of the adaptive guaranteed estimation algorithm made it possible to reduce the initial uncertainty in the knowledge of the signal $x$ by 64 times, and the use of the Kalman filter – by 20 times.
Адаптивное гарантированное оценивание постоянного сигнала в условиях неопределенности ошибок измерений

Fig. 3. Bounded estimates of the signal \( x \): 1, 2 – respectively the upper and lower bounds of the information set; 3, 4 – respectively the upper +3\( \sigma \) and lower \(-3\sigma\) bounds of the confidence set computed by the KF

Table 1

<table>
<thead>
<tr>
<th>( k )</th>
<th>Adaptive guaranteed algorithm</th>
<th>The Kalman Filter</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \max_{c \in \mathcal{F}}</td>
<td>x - c</td>
<td>)</td>
</tr>
<tr>
<td>20</td>
<td>0.5</td>
<td>25</td>
</tr>
<tr>
<td>40</td>
<td>0.25</td>
<td>12.5</td>
</tr>
<tr>
<td>60</td>
<td>0.125</td>
<td>6.25</td>
</tr>
<tr>
<td>80</td>
<td>0.0625</td>
<td>3.125</td>
</tr>
<tr>
<td>100</td>
<td>0.0312</td>
<td>1.56</td>
</tr>
</tbody>
</table>

For the relative errors of the Kalman estimate \( \hat{x}_N \) and the estimate \( x^*_N \) of the adaptive guaranteed algorithm, respectively, we have (Fig. 4, Table 2)

\[
\frac{|x - \hat{x}_N|}{\max_{c \in [-\sqrt{p_X}, \sqrt{p_X}]} |x - c|} \cdot 100\% = 17.74\%,
\frac{|x - x^*_N|}{\max_{c \in \mathcal{F}} |x - c|} \cdot 100\% = 50\%.
\]

Fig. 4. Point estimates of the signal \( x \): 1, 2 – respectively the upper and lower bounds of the information set; 3, 4 – respectively the upper \(+3\sigma\) and lower \(-3\sigma\) bounds of the confidence set computed by the KF
The relative error of the Kalman estimate $\hat{x}_N$ turned out to be 3 times less than the relative error of the estimate $x_N^*$ of the adaptive guaranteed algorithm. The Kalman estimate turns out to be more accurate since the real probability distribution law of measurement errors $v_k$ is Gaussian. The estimate of the guaranteed algorithm is selected based on the worst realization of measurement errors. In the case of a single realization of measurements $\{y_{k}\}_{k=1}^N$, the solution of the guaranteed estimation problem, when the estimate is a point which is equidistant from bounds of the information set (middle point of the interval), is nonrational [41]. In the considered example, the true value of the signal $x$ is on the border of the information set. However, in practice, such a situation cannot be recognized.

Consider the measurement errors $v_k$ in terms of uniformly distributed in the interval $[-v, v]$ white noise at level of about $v = 0.5$ (Fig. 5). The prior admissible sets are

$$X_0 = [-x_0, +x_0] = [-1, 1], \quad V = [-v, +v] = [-0.5, 0.5].$$

Initial conditions for the KF are: $x \in N(0, p_0)$, $\hat{x}_0 = 0$, $p_0 = \frac{1}{9}$, $r = (0.5 / 3)^2$.

![Fig. 5. Measurement errors $v_k$](image)

As Fig. 5 shows, the realization of measurement errors is such that at some time steps $|v_k| \approx 0.5$.

A comparison of the results of “non-adaptive” guaranteed estimation and the KF is shown in Fig. 6 and Table 3.
Fig. 6. Bounded estimates of the signal \( x \): 1, 2 – respectively the upper and lower bounds of the information set; 3, 4 – respectively the upper \(+3\sigma\) and lower \(-3\sigma\) bounds of the confidence set computed by the KF

Table 3

<table>
<thead>
<tr>
<th>( k )</th>
<th>Guaranteed algorithm</th>
<th>The Kalman filter</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \max_{c \in X_k}</td>
<td>x - c</td>
<td>)</td>
</tr>
<tr>
<td>20</td>
<td>0.0653</td>
<td>3.65</td>
</tr>
<tr>
<td>40</td>
<td>0.0099</td>
<td>0.83</td>
</tr>
<tr>
<td>60</td>
<td>0.0099</td>
<td>0.83</td>
</tr>
<tr>
<td>80</td>
<td>0.0099</td>
<td>0.83</td>
</tr>
<tr>
<td>100</td>
<td>0.0077</td>
<td>0.41</td>
</tr>
</tbody>
</table>

The information set \( X_N = [-x_N, +x_N] \) computed by the guaranteed algorithm does not exceed 1% \( (\delta = 0.41) \) of the prior uncertainty value, while the confidence set \( [-3\sqrt{p_N}, 3\sqrt{p_N}] \) computed by the KF exceeds 5% \( (\delta = 5.19) \) of the prior uncertainty value. The maximum possible error of the guaranteed estimate \( \max_{c \in X_N} |x - c| = 0.0077 \), which is almost 10 times less than the maximum possible error of the Kalman estimate, which is \( \max_{c \in [-3\sqrt{p_N}, 3\sqrt{p_N}]} |x - c| = 0.0664 \). In addition, the true value of the signal \( x \) may not belong to the confidence set: \( x \notin [-3\sqrt{p_N}, 3\sqrt{p_N}] \).

Thus, in the case when the admissible set of measurement errors \( V = [-v, +v] \) is adequate to the realized measurement errors so that the measurement errors can take values on the set bound or close to its bound, the guaranteed estimation errors are minimal. For the considered realization of measurement errors (Fig. 5), at time steps \( k = 13, 34, 84 \) the values of measurement errors are closest to the boundary values. At these time steps, the guaranteed algorithm provides the most accurate estimates. In this case, the application of adaptive methods is not required.

Conclusion

The article has proposed a solution to the problem of adaptive guaranteed estimation for a constant signal from noisy measurements. It is based on a multi-alternative method when a set (bank) of filters is used, with each of which tuned to a specific hypothesis about possible realizations of measurement errors. Filter residuals are used to compute estimates of realized measurement errors. Choosing the possi-
Управление в технических системах

ble implementation of errors is made by using a composed function that makes sense of the variance of residuals over a short time interval.

Numerical simulations have confirmed the effectiveness of the proposed adaptive guaranteed estimation algorithm. Exploring further the issues: the statement of the necessary criterion for an opportunity of adaptive adjustment of the algorithm; properties of the adaptive filter on short time intervals; generalization of obtained results to the multidimensional case in the presence of unknown bounded disturbances. One of the promising directions for further research is the development of an algorithm that combines the guaranteed estimation algorithm and the Kalman filter.

The work was supported by Act 211 Government of the Russian Federation, contract No. 02.A03.21.0011.
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АДАПТИВНОЕ ГАРАНТИРОВАННОЕ ОЦЕНИВАНИЕ ПОСТОЯННОГО СИГНАЛА В УСЛОВИЯХ НЕОПРЕДЕЛЕННОСТИ ОШИБОК ИЗМЕРЕНИЙ

Д.В. Хаданович, В.И. Ширяев
Южно-Уральский государственный университет, г. Челябинск, Россия

В задачах гарантированного оценивания в условиях неопределенности относительно возмущений и ошибок измерений определены допустимые множества их возможных значений. Решение выбирается из условия оптимизации гарантированных множественных оценок, соответствующих наихудшей реализации значений возмущений и ошибок измерений. Результатом гарантированного оценивания является неулучшаемая множественная оценка (информационное множество), которая может оказаться излишне пессимистичной (перестраховочной), если допустимые множества значений ошибок измерений слишком большие по сравнению с реализовавшимися значениями ошибок. Так, на коротком интервале наблюдений допустимые множества значений возмущений и ошибок измерений могут оказаться лишь грубыми оценками сверху. Цель исследования является повышение точности гарантированного оценивания, когда ошибки измерений реализуются не наихудшим образом, т. е. среда, в которой функционирует объект, ведет себя не так агрессивно, как это заложено в априорных данных о допустимом множестве ошибок. Методы исследования. Рассматривается задача адаптивного гарантированного оценивания величины постоянного сигнала по зашумленным измерениям. Задача адаптивной фильтрации заключается в том, чтобы в процессе обработки зашумленных измерений, из всего множества возможных реализаций ошибок выбрать ту, которая порождала бы имеющуюся последовательность измерений. Результаты. Представлен адаптивный алгоритм гарантированного оценивания. Построение адаптивного алгоритма основано на многоальтернативном методе на основе банка фильтров Калмана. В методе применяется набор фильтров, каждый из которых настроен на конкретную гипотезу о модели ошибок измерений. Невязки фильтров используются для вычисления оценок реализовавшихся ошибок измерений. Выбор возможной реализации ошибок осуществляется при помощи функционала, имеющего смысл дисперсии невязок на коротком интервале времени. Заключение. Приведены вычислительная схема адаптивного алгоритма, числовой пример и сравнительный анализ полученных оценок.

Ключевые слова: оценивание постоянного сигнала, гарантированное оценивание, адаптивный алгоритм, множественная оценка, невязка измерений.

Статья выполнена при поддержке Правительства РФ (Постановление № 211 от 16.03.2013 г.), соглашение № 02.A03.21.0011.

Литература
Управление в технических системах


Хаданович Дина Валентиновна, младший научный сотрудник кафедры систем автоматического управления, Южно-Уральский государственный университет, г. Челябинск; khadanovichdv@susu.ru.

Ширяев Владимир Иванович, д-р техн. наук, профессор, заведующий кафедрой систем автоматического управления, Южно-Уральский государственный университет, г. Челябинск; shiriaevvi@susu.ru.

Поступила в редакцию 24 сентября 2020 г.