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The development of public transport in cities is an effective way to reduce “congestion” in
the road network and, as a result, increase the speed of passenger transportation. Improving the qua-
lity of urban bus services helps attract more passengers. Bus intervals are calculated once for each
route line individually, based on the average congestion of passengers at the stops. In turn, the sud-
den accumulation of a large number of passengers at bus stops causes that not all passengers can
move in a timely manner, which causes concern for passengers. This is one of the factors that redu-
ces the quality of passenger transport services. The aim of the study is to develop a model for pre-
dicting the congestion of passengers at bus stops to optimize traffic management of urban public
transport. Materials and methods. This article presents a neural network model for predicting passen-
ger congestion at bus stops. It takes into account the spatio-temporal characteristics of bus traffic.
Results. The developed model for predicting passenger congestion at bus stops was tested on real
data from bus route 3 (Dushanbe, Tajikistan). The model made it possible to predict passenger traffic
(the number of passengers at bus stops) with an accuracy of 72% to 74.5% of the actual number of pas-
sengers at bus stops. Conclusion. The proposed method, in contrast to other methods, allows you to
automatically adapt the forecasting model to the changing conditions of the route line. This me-
thod is universal and can be used for other route lines (bus stops). It does not require much time to
reconfigure.

Keywords: prediction, bus arrival time, public passenger transport, neural networks, urban
route network.

Introduction

Urban passenger transport plays a significant role in the economy of any country, region or city,
since it is the route transport that is the main way of moving passengers, where there is a high demand
for passenger traffic.

Passenger traffic is the movement of passengers ordered by the transport network, quantitatively
expressed in the volume of passengers transported by any type of public (ground, underground, air, etc.)
or individual transport per unit of time (hour, day, month or year).

In connection with an increase in the level of motorization and an increase in the mobility of
the population against the background of insufficient development of the road network of cities,
the problem of optimizing passenger traffic is very acute, aimed at reducing the time or money associated
with the formation of an unforeseen accumulation of passengers at stopping stations at different periods
of time. , which often becomes a causal decrease in the speed of movement. A sharp decrease in traffic
speeds, hours of traffic jams, obstruction of pedestrian traffic, environmental pollution, and traffic noise,
finally, an increase in the number of road accidents are the main negative consequences of motorization.

Urban passenger traffic is studied on the basis of passenger traffic, which, as a rule, is highly irregu-
lar in seasons, days of the week, hours of the day and directions. The unevenness of the days of the week
is characterized by peaks of passenger trips in certain directions on weekdays, rest days, holidays and
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pre-holidays. The unevenness of the hours of the day is characterized by a sharp increase in the number
of passengers during peak hours preceding the start and end of work, as well as at the start and end of
the work of entertainment enterprises [1].

In order to maximally satisfy the demand of passenger traffic for travel by bus, it is necessary to de-
velop dynamic route schedules for the movement of buses. But this will require a mathematical model of
the passenger traffic of the route line, which, according to the forecast data, builds up various bus traffic.

Chinese scientists (Rui Xue, Daniel Sun and Shukai Chen) [2] have developed a model for
the short-term prediction of passenger traffic on the basis of the time series of historical data. The authors
propose an interactive multiple model (IMM) filtering algorithm for combining forecasts of time series
models to develop a hybrid method for short-term forecasting of passenger traffic (weekly, daily, and
15-minute time series). The IMM algorithm is suitable for predicting traffic conditions in real time.
However , in the course of the study, based on this algorithm, it was not possible to build accurate mo-
dels for taking into account seasonal fluctuations, which led to serious lag in forecasts, and the approach
based on the IMM algorithm was not extended to much shorter-term forecasts (for example, 3 minutes
and 5 minutes) [3-6].

For short-term forecasting of passenger traffic, a model was developed based on the use of neural
networks (CNN) [7-9]. When using this model, the video recording from the video surveillance camera
of the bus interior was used as input information. However, the use of a video surveillance camera re-
cording of a bus interior is not always possible and requires coordination with the city services responsi-
ble for the safety of the city's population.

Within the framework of the Smart Nation project, Singaporean scientists are working to create
a model for predicting passenger traffic (crowds at stopping stations) based on GPS data from citizens'
mobile phones [10]. But this approach is unacceptable in most countries of the world, since the law on
privacy does not allow the use of confidential data (coordinates of movement) of citizens.

Classic models for forecasting passenger traffic are outdated and are not able to take into account
the flexibility of the rapidly changing rate of passenger traffic at different stopping stations and times.
Modern smart models, while still evolving, do much better than classic models and look promising.
The purpose of this work is to develop a neural network model for predicting the accumulation of pas-
sengers at stopping points and a description of the results of its testing to optimize urban public transport
traffic control. Implementation of the developed model on the example of public transport in Dushanbe
allows you to optimize the dynamic schedule of buses on a given route.

1. Materials and method

In the city of Dushanbe, since 2017, a non-cash payment system has been implemented in public
transport. The system works like all known cashless payment systems, except that the entrance to
the bus is provided only from the front door, and the exit from the middle and rear doors. A validator is
installed at the entrance, which is very convenient for passengers to immediately pay for their fare at
the entrance. Validator reads as a special travel card, so with the application installed on the phone
(QR-code for your phone screen) (Fig. 1).

Fig. 1. Cashless payment systems fare collection in public transport of Dushanbe
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This work is implemented on the example of the movement of public transport (buses) of route line
No. 3A (running along the line Vokzal — Marom and Marom — VVokzal). The names of the stopping sta-
tions with indication of the conditional numbering are given in Table 1. The conventional designation of
the numbering of the stopping stations is made for simplicity.

Table 1

The names of the stopping stations with indication
of the conditional numbering

Bus route line Ne3A

GJD Vokzal
TC "Sadbarg™
Kinoteatr Vatan
Natcionalnij Bank
TV Safina
TCPKIiO im. Rudaki
TC Tajikistan

Choihonai Rohat

Gostinica Avesta
Ped. Universitet
Med. Universitet
Poselo Severnij
Agrarnij Universitet
Ploshad Pogranichnikov
Obanbor
Parki Aijni
Zavidi RC-Cola
Tajik Cement
Tcement Zavod
Terminali Marom
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Fig. 2. Map of movement of route line No. 3A, indicating
the conditional numbering of stopping stations

Buses in route line No. 3A begin to move in-
tensively from 05:00 to 23:06 from the stop sta-
tion “Railway Station” to “Terminal — Marom”
and back. The traffic map of route line No. 3A is
shown in Fig. 2. The length of this route is 11.1 km.
The number of vehicles on this route, in ac-
cordance with demand, is 24 units.

Table 2 shows a heat map of the number of
passengers depending on the time of day for route
line No. 3A (according to the reports of valida-
tors [24] installed on the bus interior).

In the work under consideration, daily reports
from validators are used as a data set. The reports
show the time of the transaction (payment) and
the unique identification number of the passen-
ger. Based on these data, we prepared a sample
consisting of features such as X1 — at the time of
arrival (landing) of the bus, X2 — the number of
passengers landed from each stop, X3 — departure
time of the previous bus, X4 — date (in unit days
in a year) and X(5-11) — days and weeks
(in binarized form [11]).

Since the route line under consideration
(No. 3A) has 20 stopping stations, therefore, we
have a sample for each stopping station. Table 3
shows a fragment of the data sample.
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Table 2
Heat map number of passengers depending on the time of day

Time
14:00(15:00| 16:00{ 17:00

Validator
5:00] 6:00] 7:00[8:00]9:00] 10:00[ 11:00
71 20 [ 5124 [27 ] 17 | 24
103 16 [15 [13 12| 22 [ 10
156 | 15[32[55]38 66| 58 | 27
287 | 9] 19[36]48]59] 27 | 36
312 [BON 3930 |61[28] 30 [ 37
30 |15[8 692237 46 [ 31
327 2132412252 51 [ 59
363 19 [70 [49 [ 66 | 50 | 73
558 3 [34[33] 9] 2
33[27[20] 19 [ 36 | 24
36 27 [36] 33 |23 [ 34|24 [0
1551 [10] 24 [ 20 [ 32 [ 35 | 13
22 [44 24 14| 35 [[12] 21

18:00|19:00{20:00{21:00|22:00| 23:00

Table 3
Fragment of the data sample
Bus arrival Number of Departure time | Date (in the Day of week
time, in PASSENGErs of the previous | day of the

o seated, bus. i P i y Mon. | Tues.|Wed. | Thurs.| Fri. | Sat. | Sun.
X1 X2 X3 X4 X5 | X6 | X7 | X8 | X9 | X10|X11
450 17 443 221 0 1 0 0 0 0 0
460 13 452 221 0 1 0 0 0 0 0
470 15 461 221 0 1 0 0 0 0 0
483 19 472 221 0 1 0 0 0 0 0
1190 8 1181 225 0 0 0 0 0 1 0

Scaling the values of the elements of the dataset. Neural works poorly with the values of data items
that have different ranges. For example, in our case, the bus time can be changed from 300 minutes to
1440 minutes. Such heterogeneity of data can complicate the learning process. It is customary to apply
normalization to such heterogeneous data [11]. Normalization — is a broad category of methods that seek
to make the similarity of different samples more visible to machine learning models, which helps
the model isolate and generalize new data. The most common form of classification is suitable for this
task: for each feature in the input data (a column in the input data matrix), the average for this feature X;

subtracted from each value of the data element X , and the difference is divided by the standard devia-

tion o, as a result of the feature it is centered by zero and has a standard deviation of one.
n

X — i i

X - N ’ (1)

o= | (X - X) @

><normi = i X ' 3
(&)

In fact, this normalization assumes that the data correspond to a normal distribution law (or Gauss
law), centering and bringing this distribution to a unit variance. Dividing the dataset into training, vali-
dation and test mini datasets. Model evaluation always comes down to dividing the available data into
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three sets: training, validation, and test. The model will be trained on training data and evaluated on vali-
dation data. After completing training, the model will be tested using test data. This approach allows you
to get the most accurate assessment of the generality of the model [11-13, 15-23].

2. Artificial neural networks

Modeling using neural networks refers to machine learning methods, but compared to other algo-
rithms, it has a large number of settings, which allows you to approximate nonlinear functions as accu-
rately as possible. The neuron functioning diagram is shown in Fig. 3.

_ Bias
X by
Activation Output
function signal

X2 (predict)
Inputs . Y.
signals () ’ k

xl.l].

Synaptics weights

Fig. 3. Scheme of neuron functioning

In mathematical representation, the functioning (see Fig. 3) of neuron k can be described by the fol-
lowing pair of equations:

Uy = ikaXmi 4)
m=1
Yy =(p(uk +by, ) (5)

where X, X5, ..., X, — are input signals; W, W, ..., W, — Synaptic weights of neuron k; u, — linear
combination of input actions; b, — threshold; ¢(.) — activation function; Y, — neuron output signal. Using

a neural network, allows to approximate almost any function due to the optimal selection of synaptic
weights [14].

2.1. Selecting and justifying the network architecture,

as well as configuring network hyperparameters

The choice and justification of the network architecture is the first and important stage in the deve-
lopment of a neural network model. Depending on the type of information being processed (input data),
several types of neural networks are distinguished (fully connected or multilayer networks, recurrent
networks, convolutional networks, generative adversarial networks, etc.). Since tabular data are used in
the problem being solved, we chose fully connected (multilayer) neural networks. Such networks are
trained by supervised learning, with back propagation of the error [15-23].

2.2. Model 1

From the conditions of the problem, we have 20 stops on the route “ Vokzal — Marom “and 20 stops
on the route“Marom — Vokzal”. Based on the fact that we are not interested in final stops (there is no
need to predict passenger traffic), therefore, we have 38 stopping points. Since our dataset for all stop-
ping points has the same characteristics (elements), it is enough for us to build (justify and configure)
one model and duplicate it for other stopping points, and, accordingly, additional training is provided on
the dataset.

For the problem to be solved, there are 11 signals at the network input consisting of such elements
(attributes) as X1, X2, X3, ..., X11 (see Table 3). Therefore, as the source network, a network consisting
of two layers was originally constructed: a transformation layer consisting of 11 neurons, and an output
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layer with one neuron. Accordingly, since we have the predicted value of the number of passengers at
bus stops as the output signal (we are solving the regression problem), we chose the mean Square error
(MSE) as the loss function, which is set by the expression:
1&, )
Lse, :WZ(YK _Yk) ; (6)
k=1
where Y, — is the model predicted value of the target variable; Y, desired value of the standard model

[18-23]. The loss function — is an objective function that needs to be minimized in the course of training,
so it is a measure of success for the problem we are solving.

Several types of optimizers were used as a network optimizer (Adagrad, Adadelta, Adam, Adamax,
Adaline, SGD, Nadam, RMSprop). Experimental calculations have shown that the best network perfor-
mance is achieved with the “Adam” optimizer that implements gradient descent with impulse. An opti-
mizer is a mechanism by which the network will update the weights of neural connections based on
the observed data and the loss function (Fig. 4) [12, 13].

Input Data X

Ll

Layer
(data transformation)

v
Layer
(data transformation)

Weight update !

Predictions True target
£ Yy

Loss score J

Fig. 4. Block-diagram of the network learning process

To monitor the indicator of the quality of the developed network at the stages of training and
testing, we chose (module) the Mean Absolute Error (MAE) — this is one of the convenient metrics of
the quality of the models in regression problems, which is given by the expression:

1y, o
MAE ZW;‘YK —Yk‘, @)

where Y_k — is the target variable predicted by the model; Y, — desired value of the target variable [21].

It is often used in regression problems and shows the amount of deviation of the predicted change from
the true value.

Next, a series of experimental calculations was carried out [11], according to the results of which
the best hyperparameters (the number of neurons of the first and second layers, the size of mini-packets
and the number of learning epochs) of the network of our model were determined. The optimal parame-
ters and settings of the network are shown in Table 4, and the finished network architecture is shown in
Fig. 5.
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Table 4

Neural networks configuration of model 1

Crion Pargmeters of neural network
Number of inputs 7

1 Number of neurons/activation function / Dropout 62/ -/0,3

2 Number of neurons/activation function/Dropout 18/RelLU/0,3

3 The number of neurons in the output layer 1
Activation function of output layer -
Loss (Gost) function: MSE
Optimizer: Adam
Accuracy: MAE
Batch size: 32
Optimal number of epochs 125

Fig. 5. Final (optimal) network architecture of the stop station model

In the process of performing experimental computations, in order to avoid retraining the network,
several regularization methods were used in the development of model 1: early stopping of training, se-
lection of mini-packets (batch-reguliarization) of training, and dropout regularization [12].

2.3. Transfer learning model 1

As noted above, for each stopping point, we copy the prepared model 1, and therefore we carry out
the procedure for additional training of these models to the data sets of stopping points.

2.4. Estimating the accuracy of the models

After we trained our models (the number of which is 38), we conducted a test procedure on test data
from each stop point. Despite the fact that our data sets were not large, our models predicted passenger
traffic (the number of passengers at stopping points) with an accuracy of 72% to 74.5% of the actual
number of passengers at stopping points. This suggests that it is necessary to use a larger amount of data
(at least for several years) [19-22].

3. Recommendations

In order to improve the accuracy of the models for predicting passenger traffic at stopping points,
it is necessary:

e retrain models on large data sets;

e use the method of sequential iteration between alternating adjacent models in order to extract hid-
den interrelated features between stopping points;

e use recurrent layers in models (RNN , LSTM).
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Conclusions

In this paper, a neural network model for predicting passenger congestion at bus stops has been deve-
loped and studied. Its distinctive feature is that it takes into account the spatial and temporal characteristics
of passenger transport. It was tested on real data from bus route 3 (Dushanbe, Tajikistan). For the first
time, temporary validator reports (transactions of travel Bank cards) were used as input data, which ex-
cludes unauthorized receipt of any information about passengers. The result of testing the developed
neural network model made it possible to predict passenger traffic with an accuracy of 74.5% of the ac-
tual number of passengers at bus stops.

The approach considered in the article to solving the problem of optimizing the traffic management
of urban public transport makes it possible to automatically adapt the developed forecasting model to
the changing conditions of the route line (for example, starting duplicate route lines, changing the tem-
porary operating modes of the city, etc.). This is its originality. The developed neural network model is
universal and can be used for other route lines (bus stops). This does not require much time to reconfigure
the developed neural network and train it.
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HEUPOCETEBASA MOAENb NPOrHO3UPOBAHUA CKOMNEHUA
NMACCAXWMPOB OnA onTUMU3AUNU YIIPABJIEHUA OABUWXEHUEM
roOrPOACKOIO OBLLECTBEHHOI'O TPAHCINOPTA

C. ®apudau, P.C. [lxxypaeesa, C.H. [Japoeckux, LL.LL. Kodupoe
HOxHo-Ypanbckul eocydapcmeeHHsbil yHuUsepcumem, 2. HensbuHck, Poccus

Pa3BuTne 0OLIECTBEHHOrO TpaHCHOpTa B Topojax siBisieTcsi 3G (HEeKTHBHBIM CIIOCOOOM YMEHb-
IICHUS «3aTOPOB» B YJINYHO-TOPOKHOH CETH M KaK CJIEACTBUE TOBBIIICHUS CKOPOCTH INEPEBO30K
naccaxupoB. [loBbIIeHNEe KayecTBa rOPOACKUX aBTOOYCHBIX INEPEBO30K CIOCOOCTBYET IpHBIEUE-
HUIO OOJBIIETO YHCNa MaccaKupoB. MHTepBasbl JBMKEHUST aBTOOYCOB €TMHOXK/IBI PACCUHUTHIBAIOTCS
JUId KaXKAO0H MapLIpyTHOW JMHMM HWHAMBHIYalIbHO, MCXOJS U3 CPEIHEro IOKa3aTessl CKOMJICHHUS
IIacCaKMPOB Ha OCTAHOBOYHBIX MYHKTaX. B CBOIO ouepenb, BHE3aHOE CKOIUIEHHE OOJBIIOr0O KOJIH-
YECTBO ITACCAXXMPOB HAa OCTAHOBOYHBIX ITYHKTAX CTAHOBUTCS IIPHYMHON TOTO, YTO HE BCE MACCa’KUPHI
MOTYT CBOEBPEMEHHO NEPEABUIaThCSA, YTO BBI3BIBACT OECIOKOICTBO y MacCakHpoOB. DTO SABISIETCS
OIHUM W3 ()aKTOPOB CHM)KEHMS KadeCTBa NMAcCaXHPCKUX TPaHCIOPTHHIX yciyr. Ienabio mccieno-
BaHHUS ABISIETCS pa3pabdOTKa MOJAENN MPOTHO3UPOBAHMS CKOIUICHHMS MAacCa)XKUPOB HA OCTAHOBOYHBIX
MIyHKTaX I ONTHUMH3AIMN YIPaBICHUS IBHUKEHHEM TOPOACKOr0 OOIIECTBEHHOI'O TPAaHCIIOPTA.
Marepuanbl u MeToabl. B HacTosiei cratbe mpeacTaBieHa HelpoceTeBast MOJIENb IPOrHO3UPOBA-
HUSl CKOIUIEHUS MAacCaXMpPOB HA OCTAHOBOUHBIX MyHKTaX. OHa YYHUTHIBAET HPOCTPAHCTBEHHO-
BpPEMEHHBIE XapaKTePUCTUKH IBIDKEHUS aBToOycoB. PesysabTarsl. PaspaboTanHas Moaens IporHoO-
3MPOBAHUS CKOIICHHS MACCaKUPOB HA OCTAHOBOYHBIX ITyHKTaxX ampoOHWpoBaHa Ha peasbHBIX JaH-
HBIX aBTOOycHOTO MapmpyTta Ne 3 (r. dyman6e, Tamknukucran). Mozgenb Mo3BOJINIa CIIPOTHO3UPO-
BaTh MACCAKUPOIIOTOK (KOJIMYECTBO MACCAKMPOB HA OCTAHOBOUHBIX ITYHKTaX) C TOYHOCTHIO OT 72 JI0
74,5 % OT peaslbHOTO YHCIIa TACCa)XKUPOB HA OCTAHOBOYHBIX IYHKTaX. 3akao4yeHue. [Ipeamaraemorit
METOJ] B OTJIMYME OT APYTUX METOIO0B MO3BOJISIET aBTOMATUYECKU aJlalTUPOBATh MOJENb IPOTHO3H-
POBaHUS O] M3MEHSIONINECS YCIOBUS MapIIpyTHOH juHUM. [IpeacTaBieHHBI METO YHUBEPCAIb-
HBIH ¥ MOXET MPHUMEHATHCS W JJIS APYTHX MapIIPyTHBIX JTUHUNA (OCTAaHOBOYHBIX NMyHKTOB). OH He
TpeOyeT OONBIINX BPEMEHHBIX 3aTparT JUIsl IepeHaCTPOUKH.

Kniouesvie cnosa: npocnozuposanue, epems npubbimus agmoodyca, oouecmeeHHulll accanicup-
CKUTl MPAHCROPM, HEUPOHHbIE CeMU, 20pOOCKAA MAPULDYIMHASL CEMb.
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