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Abstract. The use of neural networks for the classification of text data is an important area of digital
transformation of socio-economic systems. The article is devoted to the description of the methodology for
classifying citizens' appeals. The proposed technique involves the use of a convolutional neural network.
The stages of processing citizens' appeals in the amount of 7000 appeals are described. In order to reduce
the dimension of the problem, methods of filtering and removing stop words were applied. The resulting da-
ta set allows you to choose the best classifier in terms of accuracy, specificity, sensitivity. Training and test
samples were used, as well as cross-validation. The article shows the effectiveness of using this method to
distribute requests on 15 topics of citizens' appeals to the “hotline” of the President of the Russian Federa-
tion. Automating the classification of received appeals by topic allows them to be processed quickly for fur-
ther study by the relevant departments. The purpose of the study is automation of the distribution of citi-
zens' appeals to the President's hotline by category based on the use of modern machine learning methods.
Materials and methods. The development of software that automates the process of distributing citizens
into categories is carried out using a convolutional neural network written in the Python programming lan-
guage. Results. With the help of the prepared data set, the pre-trained model of NL BERT and sciBERT
was trained by the deep learning method. The model shows an accuracy of 86% in the estimates of quality
metrics. Conclusion. A pre-trained model was trained using a convolutional neural model using a prepared
data set. Even if the forecast does not match the real category, the model gives a minor error, correctly
determines the category of the appeal. The results obtained can be recommended for practical application
by authors of scientific publications, scientific institutions, editors and reviewers of publishing houses.
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Annomauyus. TIpuMeHeHNE HSHPOHHBIX CETEH U KIACCH()UKAIIMK TSKCTOBBIX JAHHBIX SBJSETCS BaK-
HO¥t chepoit 1HbpoBoii TpaHCHOPMALIK COLMATLHO-3KOHOMUUECKNX chcTeM. CTaThs OCBSIIEHA OMHCAHUIO
METOJIUKY KIacCH(UKAIK oOpameHuit rpaxaan. [Ipemiaraemas METOAMKa BKITFOYAET MCIIOIH30BAaHHE CBEP-
TOYHOW HEHPOHHOH ceTn. OnurcaHbl ATanbl 06paboTkK obpaieHui rpaxaan B konrdaectse 7000 oOparmeHuit.
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C 1epl0 COKpaIleHHs Pa3MEPHOCTH 3a/1aui MPUMEHEHBI METOAbI (DMIIbTpalny, yaaleHus cTon-cios. Ilo-
Jy4eHHBIH HaOOp JaHHBIX TO3BOJISIET BHIOpATh JIyUIIMi KiacCU(pHUKATOP MO MOKAa3aTelsM TOYHOCTH, CIie-
U(UIHOCTH, YYBCTBUTEIBHOCTH. VICHonb30BaHBl oOydaromias M TecTOBas BBIOOPKH, a TaKKe Kpocc-
BaManys. B crarbe mokazaHa 3¢(EeKTUBHOCTB MCIIOIB30BaHMS JAaHHOTO METOJa ISl paclpeaeieHus 3a-
MpocoB 1o 15 Temam oOpamieHn#t rpakaaH Ha «ropsayro JuHuio» Ilpesnaenra P®. ABTomaTu3anus kiac-
cu(rKaMy NOCTYNUBIINX OOPAIICHNH 110 TeMaM I03BOJISIET OBICTPO NX 00paboTaTh IS AaNbHEHIIeH po-
pabOTKM COOTBETCTBYIOIINX BeJOMCTB. Lles1bI0 Mccaeq0BaHus SIBIISICTCSI aBTOMATH3AIMSI pacTIpe/IeIeHUs
oOpaiieHnil rpakJaH Ha Tops4yro JuHHIO [Ipe3nseHTa mo KaTeropusiM Ha OCHOBE HCIIOJIb30BAaHUS CO-
BPEMEHHBIX METOJIOB MALIMHHOI'O 00yueHuss. MaTepuaJjbl M MeToabl. PazpaboTka nporpaMMHoro obec-
MeYeHHs], aBTOMATH3HPYIOLIETO IPOIecC paclpelesiCHus I'pakJaH M0 KaTeropusM, OCYIIECTBISETCS C
UCIIOJIb30BaHHEM CBEPTOYHBIX HEHPOHHBIX CEeTed, HAUCAHHBIX Ha sI3bIKE IporpaMmupoBanus Python.
Pe3yabTaThl. C MOMOIIBIO HOATOTOBIEHHOIO Habopa MaHHBIX MpEABAPHTEIBHO OOydeHHas Moxaens NL
BERT u sciBERT 6buta oOydena mMeTozioM riryOokoro oOydeHus. Mojenb MOKa3bIBaeT TOYHOCTH 86 %
B OILIGHKaX IMOKa3aTelel kauecTBa. 3aKIo4yeHue. B xoze nccienoBaHus ¢ MOMOIIBIO TOATOTOBIEHHOTO Ha-
0opa AaHHBIX OblIa 00yueHa METOJOM MCIOJIb30BaHUS CBEPTOYHON HEHPOHHOW HpenoOydeHHas MOJEIb.
Jaxxe mpu HeCOBIIAJICHUN MPOTHO3a C PealbHON KaTeropueil MOAeNnb 1aeT He3HAYUTENbHYI0 OIHNOKY, 1pa-
BIJIBHO ONpEAENseT KaTeropuio oopamenus. IlomydeHHbIe pe3yabTaThl MOTYT ObITh PEKOMEHIOBAHBI IS
MPaKTHYECKOTO NPUMEHEHNUS aBTOPAMHU Hay4YHbIX ITyOIHMKaIMi, HAYYHBIMU YUPEKACHUAMH, PEJaKTOpaMu
peLeH3eHTaM1 M3/1aTeIbCTB.

Knrwouesvie cnosa: o6paboTKa TEKCTa, MAIIMHHOE 00y4YeHNE, CBEPTOUHbIC HEHPOHHBIE CETH, KATErOpH-
3amms Tekcta, LSTM, CNN, riybokoe o0y4ueHue, aHaIu3 TEKCTa

Hna yumuposanus: Bunova E.V., Serova V.S. Methodology for solving problems of classification of
appeals/requests of citizens to the “hotline” of the President of the Russian Federation // Bectauk HOYpI'Y.
Cepust «KoMmbroTepHbIE TEXHOJIOTHH, YIIPaBIEHUE, paauodIeKTpoHuKay. 2022, T. 22, Ne 2. C. 29-40. DOI:
10.14529/ctcr220203

Introduction

Currently, a lot of attention from the federal authorities and the leadership of the Russian Federation
is paid to improving the “quality of life” of the population. In his Messages to the Federal Assembly,
Russian President Vladimir Putin has repeatedly stated the need to improve the standard of living, en-
sure a decent, long life for Russians and improve its quality as the goal of the socio-economic develop-
ment of the country and the implementation of National projects [1, 2]. The targets for improving
the quality of life of Russians were formulated in Presidential Decree No. 204 of May 7, 2018 “On Na-
tional goals and strategic objectives for the development of the Russian Federation for the period up to
2024” [3]. On July 13, 2020, at a meeting of the Council for Strategic Development and National Pro-
jects, Russian President Vladimir Putin said: “... we will discuss the key directions of the country's de-
velopment, our further actions, and their main, unifying task is to improve the quality of life of citizens.
I want to emphasize once again: a person should be at the center of all our decisions, plans, and pro-
grams” [4].

An important event held by the President of Russia V.V. Putin is the annual “hotline”, to which eve-
ry citizen can send an appeal/request for solving urgent problems for him. So, for example, only in
the Chelyabinsk region for a few days, about 4 thousand requests from citizens are received by the “hot-
line” of the President of the Russian Federation.

It is impossible to process these requests quickly using manual methods, and some appeals/requests
from citizens require a quick response. Therefore, an urgent task is to develop a software application to
automate the classification of incoming requests by topic and send these requests to the relevant struc-
tures that are authorized to solve the problems described by citizens.

This article describes the solution to the problem of classifying appeals /requests of citizens by top-
ics, namely: COVID, Highways, Alimony, Banks and loans; Landscaping; Veterinary medicine; Water
supply, Issues of remuneration and employment, Issues of pensions and retirement experience, Gas sup-
ply, Citizenship, Courtyards and common areas, Housing, Healthcare of the Russian Federation,
Healthcare and medical care in the Chelyabinsk region.

These topics are the most popular, the number of requests/queries on these topics is about 70% of
the total number of requests.
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Currently, the following methods are most often used to classify text data by topic:

1. Define the document topic manually. The method is accurate, but usually has such a disadvantage
as the inability to process large volumes in a sufficient amount of time, and there is also subjectivity in
data processing. Manual classification is very limited in the ability to quickly process large arrays of
texts, characteristic of many applications of automatic text classification methods. Such methods are
widely used by modern Internet systems: news aggregators, such as the Yandex service.News or Google
News to solve the problem of thematic classification of documents and news stories, email services, for
example, Yandex.Mail, gmail, or Mail.ru use algorithms detect spam filter mail, search engines
(Yandex, Google, Mail.ru, Yahoo and others) resolve the challenge of ensuring diversity of search re-
sults, etc. [5].

2. Determining the topic of the document automatically using the developed rules based on regular
expressions. The method allows you to process large amounts of data, but requires efforts to develop and
maintain the rules up to date. In addition, before defining the rules, a specialist is obliged to familiarize
himself in depth with various data samples of all topics on which a large amount of time can be spent.
The disadvantage of the described method is its high sensitivity to errors that may occur accidentally
or systematically both during the digitization of the text and during its formation. It is the person who is
the main factor of non-determinism when placing bibliographic information in texts [6].

3. Determining the topic of the document automatically using machine learning. When using this
approach, the dependency of the theme on the sample is set automatically. Manual markup of the trai-
ning sample is required beforehand, but this is often a simpler task than finding the rules for belonging
to the topics of all samples. This approach is currently the most promising.

The direction of using machine learning is currently widely used. For example, machine learning is
used in law enforcement agencies when employees receive tactical recommendations [7]. Artificial in-
telligence is already being introduced into medical institutions. For example, the processing of patient
data, preliminary diagnosis and even the selection of individual treatment is implemented on the basis of
information about a person's illness.

Implemented machine learning algorithms make predictions or make decisions not on the basis of
strictly static program commands, but on the basis of a training sample, with the help of which the pa-
rameters of the model are adjusted. Various branches of mathematics are used for the process of setting
up (fitting) a model based on data sampling: mathematical statistics, optimization methods, numerical
methods, probability theory, linear algebra, mathematical analysis, discrete mathematics, graph theory,
various techniques for working with digital data, etc. The result of the learning algorithm is a function
that approximates (restores) an unknown dependence in the processed data.

When talking about machine learning, they often mean artificial neural networks (hereinafter — INS)
and deep learning, which have become popular, which are machine learning models presented in Fig. 1,
i.e. special cases of pattern recognition methods, discriminant analysis, clustering methods, etc.
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Fig. 1. Machine learning models

One of the machine learning models is INS. Currently, there is a revival of INS under the new brand
“Deep Learning” (Deep Learning). So, in the article [8], with the help of deep learning, stroke risk fac-
tors are extracted from medical texts. Based on the results of the experiments, conclusions were drawn
about the effectiveness of the developed methods and the text characteristics used to solve the problem.

A similar approach was used in the article [9] for clustering the corpus of documents in Russian.
The results of applying the algorithms are demonstrated in the work on real data and show the high ac-
curacy of the chosen method.
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INS are hierarchical classifiers that are able to independently identify features in the original signal.
A common indicator of the INS is the number of hidden layers. Some modern networks have hundreds
or even thousands of hidden layers. There are a large number of INS architectures. Let's list the most
popular of them.

Networks without feedbacks or direct signal propagation networks in which the signal passes
from the outputs of the neurons of the i-th layer to the inputs of the neurons of the (i + 1)-th layer and
does not return to the previous layers:

— perceptrons (single-layer, multi-layer with cross-links, etc.), except perceptrons with feedbacks;

— Bayesian neural network;

— extreme learning machine;

— in fact, any INS that is a directed acyclic (without cycles) graph.

The article [10] reflects the disadvantages and advantages of these networks. The advantages of
networks without feedbacks are the simplicity of their implementation and guaranteed receipt of a re-
sponse after passing data through layers.

The disadvantage of this type of network is the minimization of the size of the network — neurons
repeatedly participate in data processing.

Convolutional Neural Networks (SNN, Connews), a distinctive feature of which is the convolu-
tion operation:

— AlexNet;

— LeNet-5;

— convolutional networks with region allocation (Region Based CNNs, R-CNN);

— deploying neural networks (deconvolutional networks, DN, DeConvNet) or reverse graphic net-
works, convolutional networks on the contrary.

In the article [11], the process of determining the subject of texts is automated using a convolutional
neural network of deep learning.

The methods and tools used in the construction of a neural network for semantic classification of
text are described in the article by authors V.I. Voronov and E.V. Martynenko [12].

The authors Y.V. Kotenko, S.A. Petrenko [13] described an approach to assessing the reliability
of information posted on a social network. The reliability of information is considered from the point of
view of its truth. It is proposed to evaluate the reliability of the information provided in the social net-
work entry using classification algorithms. It is proposed to use convolutional neural networks to ana-
lyze the texts of records. The article also describes an algorithm for constructing and using a tool for
assessing reliability, as well as possible options for its application.

Generative adversarial networks (hereinafter referred to as GAN), which consist of two compe-
ting INS: a generative model that generates samples, and a discriminative model that tries to distinguish
correct (“genuine”) samples from incorrect ones. GAN is quite difficult to train, because the task is not
just to train two networks, but also to maintain a balance, an equilibrium between them. If one of
the networks (generator or discriminator) becomes much better than the other, then the GAN will not
converge (learn).

The author U.D. Muratova [14] considered the development tools necessary for the implementation
of an information system based on the analysis of text perception.

The disadvantage of GAN is the long process of learning the model [15].

Recurrent Neural Networks (SNN) or networks with memory. They contain neurons that can
store information about their previous states during operation, such neurons receive information not
only from the previous layer, but also from themselves as a result of the previous passage. Recurrent
networks are the neural network embodiment of Markov chains. There are many architectures of re-
current INS:

— network with long-term and short-term memory (Long Short Term Memory, LSTM);

— fully recurrent network;

— recursive network;

— Hopfield neural network, a type of fully connected INS;

— Boltzmann machine and limited Boltzmann machine;

— Hamming neural network;
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— Bidirectional associative memory (BAM) or Kosko neural network;

— bidirectional recurrent neural networks (bidirectional recurrent neural networks);

— Elman and Jordan networks;

— echo-networks and impulse (spike) neural networks;

— unstable state machines (liquid state machines, LSM);

— neural history compressor;

— recurrent networks of the second order;

— controlled recurrent neurons (Gated Recurrent Units, GRU);

— neural Turing machines (Neural Turing machines, NTM), etc.

In this article [16], recurrent neural networks are used in natural language text processing tasks.

The main disadvantage of these networks [17] is the lack of stability, and in cases when it is
achieved, the network becomes equivalent to a single-layer neural network, which is why it is unable to
solve linearly inseparable problems. As a result, the capacity of such networks is extremely small.

Convolutional neural networks have proven themselves well in the tasks of object recognition and
machine vision. This has led to further research into the way they are applied, one of which is the task of
classifying the text.

Layer
Text in vector ~ Convolutional layer MaxPooling
representation DropOut Layer
e - o } I
"l 1 Fully connected
L I > LSTM N, layer
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I v . classification
- I —
. ] "
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. "

Fig. 2. Architecture of the designed neural network

To understand the architecture of the designed neural network, shown in Fig. 2, let's consider each
layer separately:

— A convolutional layer is a layer that consists of a feature map, each map has its own core.
The number of feature maps is determined by the requirements for the task, if you take a large number
of maps, the accuracy of the model will increase, but the computational complexity will increase.
The core is a filter or window that “slides” over the entire area of the previous map and finds certain
signs.

— A subdiscretizing layer is a layer that performs a dimensionality reduction of the input feature
map. The convolution layer has already identified some features, then for subsequent processing such
a detailed feature map is no longer needed, and it is compacted to a less detailed one. In addition, filter-
ing out unnecessary details helps to avoid retraining.

— A fully connected layer is a layer in which each neuron is connected to all the neurons on the pre-
vious layer, and each connection has its own weighting factor. In the Keras library, this layer has
the name “Dense”.

— Dropout layer is a way to combat retraining in neural networks. This layer excludes a certain per-
centage (for example, 20%) of random neurons (located in both hidden and visible layers) at different
iterations during neural network training. This technique significantly increases the learning rate,
the quality of training on training data, and also improves the quality of model predictions on new test
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data. In the architecture being developed, which is based on a convolutional neural network, cores of
different sizes will be used, which are designed for parallel processing of the n-gram of text, respective-
ly. After processing by convolution layers, feature maps arrive at the subdiscretization layers, which ex-
tract the most significant n-grams from the text. After that, it is combined into a common feature vector.
Then the resulting vector is fed into a hidden fully connected layer. At the last step, the resulting feature
map is fed to the output layer of a neural network with a sigmoidal activation function. The number of
consecutive convolutional layers, the size of the cores of the convolutional layer and the subdiscre-
tization is determined experimentally. Kernels of sizes 1, 2, 3, 4 and 5 are designed to process one word,
bigrams, trigrams, 4-grams and 5-grams, respectively.

Let's consider a methodology for solving problems of classifying citizens' appeals/requests by topic,
developed on the basis of a convolutional neural network.

The methodology for classifying citizens' appeals/requests by topic consists of the following
stages:

Stage 1. Preliminary preparation of the data set.

When developing the classification model, data on appeals/requests of citizens to the “hotline”
of the President of the Russian Federation living in the Chelyabinsk region were used. The number of
requests/requests is about 7 thousand records.

Preparation of a set of this includes:

1. Clearing text data from unnecessary characters.

2. Converting text to lowercase.

3. Perform tokenization, normalization and filtering of text data.

Tokenization involves dividing the text into words in accordance with regular expressions, the spec-
ified template for which allows you to remove punctuation marks from the text. We will set the maxi-
mum number of tokens to be taken into account during processing, as well as the relative frequencies of
token use that occur in the analyzed text. This allows you to exclude rare, as well as very frequently
used words that will lead to the exclusion or retraining of the program. Solving the problem of normali-
zation (lemmatization) allows you to bring the words selected as a result of tokenization to a normal
form. Only single terminals of the analyzed text will participate in further processing.

To filter the data, a dictionary of words was created, shown in Fig. 3, which do not affect the de-
finition of the category of treatment and were automatically removed without loss of semantic con-
tent from further processing of text data. The size of this dictionary is 28% of the total amount of
text data.

replace_vocab={"anHoTauma™ : " ",# cnoBapuk cnoB, komopsie He Hecym HGzpy3Ku

"<person>oeu4” " ", "<person»eHa” @ " ",

"zppaecTEyATe” @ ", "pobpeil pews” @ " ", "sapaeuA xenaw” @ " ", "gobpeid sevep”: " ", "lobporo BpemsHu cyTok": " ", "3gpaecT
“yeakaemwit” : " ", "y " i " ", "cye """, "sB":"", "Yeaxaemui Mpesugent PO" : " ",

"<person><person>" : "<person>", "<person><person><person>” : "<person>",

"CémkuHa" : " ", "Asapkwk™ @ " ", "TYPBAN" : " ", "CEMbA HECBMT" : " ", "3emnanckan” : " ", "Yukanosa" : " ", " 3
"Kyctos" @ " M, "Kng&d" @ " ", "Byask Hagewgma" : " ", "Mowaxoe" : " ", "CopmA" : " ", "Pomawos" : " ", "Bepa" :

"Mwboes” @ " ", "Banoe" : " ", "TuwyHoea" : " ", "Teepgoxned” : " ", "Cnywaw" : " ", "Cepro” : " ", "Xapwuwna" : " ",
"MaxnToBa" : " ", "Mogewkosa” : " ", "Azapkwk” : " ", "NloroeumHa” @ " ", "Ywkanoea” : " ", "Mowaxoe” : " ", "Tpycoe” : " ",
"fomuk™ " ", "YepeAkosod T H" @ " ", "YepeakceoW O H" : " ", "llernukos" : " ", "lleraumkoea B M" @ U ", "AN": " ", "lymcw
"lanaiiga™: " ", "CarutoBa™: " ", "B B MyTen": " ", "Topbus™ : " ", "Merpwban Mavail kw3w” : " ", "MawuHa Hagexga” : " ",
"Bpa4 Mapewea <person» <person>” : " ", "3nokazoea” : " ", "Oanmzosxa” : " ",

"Mo4ta tveranastasia gmail com™ : " ",

"z0ByT MeHA" @ " ", "MeHA zoeyT" @ " ", "npeactaEnwcs” " ",

"roga poxgenma” @ " ", "maTa poxgenwus" : " ",

"BeiZ0B W Ten Mo Ten Tt

"O4eHb X04eTCA  4ToOb Bbl Npo4uTand mMoe obfpawenwe™ @ " ", "O4ens Hagewcs” : " ", "CkawwTe noxanydcta’ @ " ", "CnacuBo” : " "
"3apanee cnacwbe” @ " ", "feno B ToMm 410" @ " ", "npoceBa” : " ", "Mpowy noMmods B <person> npobneme” : " ",

"PazBe 3To CMPaESANMB0  <person> <person>cevd  Be x2 pe3ugedT  Bel MOMETE pewMTe Hawy npobnemy” : " ", "3To xe abcypp” : "
"O4enb npowy Bac pewuTs 3Ty npobnemy™ @ " ", "3apades Gonewoe cnacwbBo” : " ", "Cnacwbo 3a BHMMadwe” @ " ", "npowy” : " ",
"Mpowy pazofpateca” : " ", "obpawawce K Bam c npoceBod o nmomoww™ : " ", "npoceBa” : " ", "00paTwTe BHumanue" @ " ", "Onarom:

"f NoHMMak 4To y Bac MHOTC gen W Bul BpAA AW GydeTe 3aHMMATECA 3THUM CaMd  HO MOMET Mopy4uTe KoMy HMbyae pazobpaTecA C Haweid nj

Fig. 3. A fragment of a dictionary of words that do not carry semantic words

Stage 2. Model training.

To conduct the training of the model, a dictionary of keywords was created to distribute citizens'
appeals into 15 categories, which are the most in demand. The number of requests/queries on these top-
ics is about 70% of the total number of requests.
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A fragment of the dictionary is shown in Fig. 4.

In [234]: def text_update_key(s):

vocab=["noporn’, ‘Tpameauw', 'pensce’, ‘acgansT', 'Tpocw', ‘OezonacHocTs', '‘newexogw’, ‘MOCT', ‘ocBewedue’, 'OTcenka', 'rpeime
‘ceeTofop’, 'MpMOopOXHuR’, ‘cepeuc’, ‘wym', ‘peareHTe’, ‘napkoska’, '‘nogwezgHoi’ ‘nyTe’, 'AMa’, 'obWecTEeHHHIA', 'TpaHd
'BEDUMOME", 'MHOrOZeTHaA', 'cemMsA', 'WHEanMa', 'BeTepad’, 'BONCHTEpH', "anuMeHTE', 'aNUMEHTWMK', 'poOMTenbCKME',
‘npaea’, ‘cypebHbie', 'NpucTaEs’, 'BKA3JYMKKM, 'WNOTeKa', 'MOWEHHM4ECTBO', 'HaKoOMNeHWA', 'KaHWKyne', ‘KpeguT',
‘Hanor', 'Bknan’', 'AeeancBauvA’, ‘Cepbank’, 'obAsaTenbcTEa', 'CnMcaHMe', '‘MEHCMOHHbE', "B3HOCH', 'KOMHCCHMA',
'peduHaHcupoBanme ', "sapabothar’, 'nnata’, 'nupamnga’, ‘gonr', '‘npouyeHTel’, ‘cueT’, ‘cheperaTencHar', 'kHuxka', 'GaHk’,
'komneHcauMa ', ‘noTpebuTensckwid', 'koonepatwe', 'kapTta', 'konnekTopel', 'OaHkpoT', 'Hanu4Hee', 'WHOEKCauMA',
‘BnarogapHocTs’, ‘rnaea’, ‘ropoja’, ‘rybfepHaTop’, 'GnaroycTpoilcTEC', 'OKOMOWKONLHAA', 'TeppMTOpMA', 'AeTckaA’, 'naowal
‘npeobpaxenus’, ‘cHer', ‘mycop’, 'AepeEsR’, 'MaMATHWK', "HWCTUTE', ‘mouck’, ‘paboTw’, "WHTepHeT',
‘cobak’, 'maAx’, ‘ropogckod’, ‘napk’, 'aTTpakuvoHe', 'pagMoHacTOTHAA', '3MeKTPOMarHWTHAR', 'aHTeHHa', '2n0BOHMe’, 'nul
‘eoga’, ‘fgeopey’, ‘cnopTa’, 'meTCKMi', 'caguk', 'MONWKAWHUKA', '‘npugomoEas’, 'TeppuTopuA', 'obnaropaxuBaHue’, 'OYMCTHE
‘coopyxeHwAa', 'odMcTKa', 'peku’, 'KaHanu3auwW', 'CTOAHKW', 'aBToMmoGuned’, ‘TpoTyap', 'MexeBanue’, 'ABopa’, 'HE3aKOHHbIE
‘necHoi’, 'maccue’, ‘npwwT', ‘Bwryn’, ‘mdens’, ‘Boga', 'TpyGu', 'Bogonposos’, 'MKX', 'BopjocHabkenue’,
'BOA0OTEEAEHWE ', 'TpygoycTpoidcTeo', ‘wHEanwge', 'paboTopatenn’, 'pafoTta’, 'WHAeKcHpoBaHue', 'wHOAAUWMA',
‘neHcwAa’, 'WHBanupHocTe', ‘onnaTta’, "MPOT', 'nocofuA’, 'cokpawewkue', 'PBN°, 'BaxToBwd', 'meTon’, ‘ueHTtp',
'3aHATOCTH', "BHOMEeTHWKM' , "HeopuuWaneHo', 'cokpawenwe', '‘couMansHaA', ‘nonk3a’, 'oknag’, "MPOXMTOHHEIA', MHHMMYyM',
‘TpynoBoid', ‘cTax', "pomsHocTs', ‘W2zobpeTaTenscTeo’, 'MPOM3BOACTEO’, ‘UeH', ‘CpefHwi’, 'noxom’,

Fig. 4. A fragment of the keyword dictionary

Next, we will apply the apply() function of reducing all words to lowercase, the text update key()
function to the entire array of text data and the onlygoodsymbols() function using the apply function,
which is used in cases when it is necessary to apply any function to all rows or columns of the matrix
(or arrays of larger dimension). The code of these functions is shown in Fig. 5.

X= X.apply(get_louer)
X= X.apply(text update key)
X= X.apply(onlygoodsymbols)

Fig. 5. Application of the apply function

Fig. 6 shows the result of this function.

print(X.head())

) naT ropofa achaneT cyn cya
B pPEMOHT
7 NeT NeT ras xXuibe
g nat
=l nec OeTCKWi

Mame: TekcT ofpawenwn, dtype: object

Fig. 6. A fragment of the processed data

We use the train_test split module, shown in Fig. 7, of the Scikit-learn library, which is useful for
separating datasets, and to avoid problems with retraining, we divide the data set:

from sklearn.model_selection import train_test_split
¥x_train, x_test, y train, y_test = train_test split(
X, y, test_size=8.1, stratify=y, random_state=42)

Fig. 7. Using the train_test_split module
Fig. 8 represents the output of the first line from x_train.

In [244]: x_train[aj
Out[244]: "ner ropoga achaneT cyn cyg’
Fig. 8. Output of the first line from x_train
To create a Sequential model, we import the libraries of optimizers Adam, RMSProp, SGD. First of

all, the optimizer is a method of achieving the best results, helping to accelerate learning. In other words,
it is an algorithm used to slightly change parameters such as weights and learning rate so that the model
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works correctly and quickly. It uses a first-order moment estimation and a second-order gradient mo-
ment estimation to dynamically adjust the learning rate of each parameter. The main advantage of Adam
is that after correcting the bias, each iteration of the learning rate has a certain range, which makes
the parameters relatively stable, also among the advantages of the optimizer can be distinguished: simple
implementation, computational efficiency and small memory requirements. The RMSProp algorithm
calculates only the corresponding average value, so this can alleviate the problem of the algorithm's rapid
learning rate decrease. The stochastic Gradient descent (SGD) algorithm reads part of the data and im-
mediately calculates the gradient of the cost function to update the parameters.

We also import the callbacks class, shown in Fig. 9. Callback is a set of functions used at certain
points during the training procedure. Callback functions are used to get information about the internal
state of the model during training. You need to pass a list of callbacks (named with the callbacks argu-
ment) to the method.fit() Sequential or Model classes. Suitable callback methods will be called at each
stage of training.

from tensorflow.keras.optimizers import Adam, RMSprop, SGD
from tensorftlow.keras.callbacks import ModelCheckpoint, EarlyStopping, ReduceLROnPlateau|

Fig. 9. Importing optimizers and a class of callbacks.

Next, a Sequential model was created, which is a linear stack of layers that we will add using the
.add() method, where Dense(1024), Dense(512), Dense(32) is a fully connected layer with 1024, 512
and 32 hidden neurons, respectively. Theoretically, the number of hidden layers can be arbitrarily large.
Then we specify the training configuration (optimizer, loss function, metrics). It is necessary to choose
the optimal size of the number of training facilities (batcha). The model is trained in this way: split
the data into “packets” of batch_size size and sequentially iterate the entire dataset with a given number
of “epochs”. It should be taken into account that with large batch size sizes, there may not be enough
memory on the video card, with too small sizes, training will be unstable.

The creation of a model and layers for it, as well as training with the optimizer RMSProp is shown
in Fig. 10.

: model = Sequential()

model . add(Dense(1824, activation="relu’))
model.add(Dropout(.3))

model.add()
model.add(Dense(512,activation="relu"))

model. add(Dropout(.3))
model.add(Dense(32,activation="relu"))
model.add(Dropout(.3))

model.add(Dense(y.shape[1], activation="softmax'))

model . compile(optimizer=RMSprop(momentum=.9, learning_rate=.8881), loss="categorical_crossentropy’', metrics=["acc'])
# print(model.summary())

history = model.fit(x_train, y_train, epochs=28@, batch_size=512, validation_split=0.2,callbacks = [early_stop, reduce_lr],verbos

Fig. 10. Creating and training a model

The process of learning the model, shown in Fig. 11, is taking place.

Epoch 1/280

6/6 [ ] - 1s 5ims/step - loss: 2.8754 - acc: 8.1394 - val loss: 2.8387 - val_acc: @.2879 - 1r: 1.8
cége-a4

Epoch 2/2@@

6/6 [ ] - @s 14ms/step - loss: 2.8287 - acc: 8.2847 - val loss: 1.968@8 - val _acc: @.2944 - 1r: 1.8
cége-a4

Epoch 3/2@@

6/6 [ ] - @s 16ms/step - loss: 1.9348 - acc: 8.2985 - val loss: 1.8378 - val_acc: @.3566 - 1r: 1.8
cége-a4

Fig. 11. Model learning process

Fig. 12 shows the accuracy metrics of the model training.
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# print(np.argmax(model .predict(x_test),axis=-1),np.argmax(y_test,axis=-1))

L}

print(model. evaluate(x_test,y_tesjc})

12/12 [==============================] - B85 4ms/step - loss: 1.8722 - acc: 8.8612

[1.8721559524536133, ©.86120219230865186]

Fig. 12.Model learning accuracy

In deep learning, loss is a value that a neural network tries to minimize: this is the distance between
the true value and the predictions. To minimize this distance, the neural network learns by adjusting
weights and offsets in such a way as to reduce losses, and the acc shows the percentage of instances that

are correctly classified.

Thus, the evaluation of the quality of the model on the test sample is 86%.

The result of training the model. With a batch size of 512, the model under study needed 200 iter-
ations (batches) for one training epoch.

Testing a trained model. Let's demonstrate how the model works on test data. To do this, we will
create a separate csv file, which will contain 20% of the entire sample. The code for reading the file path

is shown in Fig. 13.

obrashenie=pd.read_excel('/content/Test.xlsx")
obrashenie=obrashenie[ '0bpaweHue’ ]

Fig. 13. Reading the path to the test file

Let's output a list of requests. This list is shown in Fig. 14.

‘,} obr

BwWN R ®

1448

HHOTaUMA [OpaBCcTBYATe dQopmun kpeauT B oBkomba. ..
HHOTALUMA OTPYAHMKW MOJMUMKM  XEHWWHE He MOTryT...
HHOTALUMA oO4eMy B OeTCKOM cady Yy BOCnMTaTenem ...
HHOTaLMA pomafHble Tapudsl Ha xonofHoe BoocHab. ..
HHOTaUMA nnaTa Tpyda MeWUMHCKMX paboTHWKoB

C Moel Cembell MPOXMBaKW B I OPKWHO enAbUHCKON. ..

Name: TekcT obpauenua, Length: 1453, dtype: object

Fig. 14. Output of requests in the test file

The result of training the model is shown in Fig. 15.

° print(np.argmax(pred,axis=-1))

tor i in np.argmax(pred,axis=-1):
print(ly[i])

[451 ... 44 4]

NbroTel ¥ colU. MOMOlL
MHOrOKBapTUpHele OOMa

Bornpochl MeHCHd M NEeHCUOHHOTO CTaxa
MHOrOKBapTUpHble OOMa

0BpazoBaHune

CovID

NbroTsl ¥ coL. MOMOlb

Bonpockl NeHCHA M NEeHCMOHHOIO CTaxa
Xunse

Xunse

Npupopa, 3Konorua

Kunse

0BpazoBaHune

Mpupoda, 3Konorua

Bornpochl MeHCHd M NEeHCUOHHOTO CTaxa
NbroTel ¥ COL. MOMOlL

Fig. 15.The result of model training
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Conclusions

With the help of a prepared data set, a pre-trained model of NL BERT and sciBERT was trained by
the deep learning method. The model shows an accuracy of 86% in the estimates of quality metrics.

The results obtained can be recommended for practical application by authors of scientific publica-
tions, scientific institutions, editors and reviewers of publishing houses.

References

1. Poslaniye Prezidenta Federal nomu Sobraniyu 15 yanvarya 2020 goda [The President's Message
to the Federal Assembly on January 15, 2020]. Available at: http://www.kremlin.ru/events/president/
news/62582 (accessed 20.12.2021). (In Russ.)

2. Poslaniye Prezidenta Federal’nomu Sobraniyu 20 fevralya 2019 goda [The President's Message
to the Federal Assembly on February 20, 2019]. Available at: http://www kremlin.ru/events/president/
news/59863 (accessed 20.12.2021). (In Russ.)

3. Ukaz Prezidenta Rossiyskoy Federatsii ot 07.05.2018 g. N 204 “O natsional nykh tselyakh i
strategicheskikh zadachakh razvitiya Rossiyskoy Federatsii na period do 2024 goda”. Vstupil v silu s
7 maya 2018 goda [Decree of the President of the Russian Federation No. 204 dated 07.05.2018
“On national goals and strategic objectives of the development of the Russian Federation for the period
up to 2024”. Entered into force on May 7, 2018]. Available at: http://www.kremlin.ru/acts/bank/43027
(accessed 20.12.2021). (In Russ.)

4. Zasedaniye Soveta po strategicheskomu razvitiyu i natsional 'nym proyektam 13 iyulya 2020 goda
[Meeting of the Council for Strategic Development and National Projects on July 13, 2020]. Available at:
http://www.kremlin.ru/events/president/news/63635 (accessed 20.12.2021). (In Russ.)

5. Shagraev A.G. Modifikatsiya, razrabotka i realizatsiya metodov klassifikatsii novostnykh tekstov:
avtoref. dis. kand. tekhn. nauk [Modification, development and implementation of methods of classifica-
tion of news texts. Abstract of Cand. diss.]. Moscow; 2014. 19 p. (In Russ.)

6. Sokolova T.A. An extraction of the elements from bibliography based on automatically generated
regular expressions. Information and telecommunication technologies and mathematical modeling of
high-tech systems: Materials of the All-Russian conference with international participation. Moscow;
2019. P. 313-316. (In Russ.)

7. Ushakov O.V. [Application of automated information systems with machine learning integration in
law enforcement agencies]. Problemy pravovoy i tekhnicheskoy zashchity informatsii. 2018;(6):142—147.
(In Russ.)

8. Donitova V.V., Kireev D.A., Titova E.V., Akimova A.A. Natural language processing models for
extraction of stroke risk factors from electronic health records. Trudy Instituta sistemnogo analiza
Rossiyskoy akademii nauk = Proceedings of the Institute of system analysis of the Russian academy of
sciences. 2021;71(4):93-101. (In Russ.) DOI: 10.14357/20790279210410

9. Kolmogortsev S.V., Sarayev P.V. [Bibliography extraction from texts by regular expressions].
Novyye informatsionnyye tekhnologii v avtomatizirovannykh sistemakh. 2017;(20):82—88. (In Russ.)

10. Gorbachevskaya E.N. Classification of neural networks. Vestnik Volzhskogo universiteta im.
V.N. Tatishcheva. 2012;2(19):128—134. (In Russ.)

11. Katenko Yu.V. Application of machine learning methods for text information analysis.
Okhrana, bezopasnost', svyaz'. 2019;3(4):90-94. (In Russ.)

12. Voronov V., Martinenko E. Research of parallel structures of neural networks for use in
the tasks on the Russian text semantic classification considering limited computing resources (on the ex-
ample of operational reports used in the RF MIA). Economics and Quality of Communication Systems.
2018;3(9):52—-60. (In Russ.)

13. Katenko Yu.V., Petrenko S.A. [The concept of control of the reliability of information in
the professional social network using convolutional neural networks]. In: Mezhdunarodnaya
konferentsiya po myagkim vychisleniyam i izmereniyam. Vol. 1. St. Petersburg; 2019. P. 140-143.
(In Russ.)

14. Muratova U.D. [Studying neural networks for chatbots]. In: Proceedings of the IX Congress of
Young Scientists. St. Petersburg; 2021. P. 92-95. (In Russ.)

38 Bulletin of the South Ural State University. Ser. Computer Technologies, Automatic Control, Radio Electronics.
2022. Vol. 22, no. 2. P. 29-40



Bunova E.V., Serova V.S. Methodology for solving problems of classification of appeals/requests
of citizens to the “hotline” of the President of the Russian Federation

15. Sukhan' A.A. Applying generative adversarial network to the problem of trend determenition.
Moskovskiy ekonomicheskiy zhurnal. 2019;(6):180—191. (In Russ.) DOIL: 10.24411/2413-046X-2019-16031

16. Budyl'skiy D.V. [Application of recurrent neural networks in processing natural language texts].
Voprosy nauki. 2015;6:8—12. (In Russ.)

17. Danchenko V.V. Overview of funds development of an information system based on analysis of
text perception. Informatika i prikladnaya matematika. 2020;(26):31-34. (In Russ.)

Cnucok JuTepaTypsl

1. Ilocnanue Ilpesunenta ®denepansHomy Cobpanuto 15 saBaps 2020 roma [DneKTpoHHBIN pe-
cypc]. URL: http://www.kremlin.ru/events/president/news/62582 (nara oopamenus: 20.12.2021).

2. Ilocnanue Ilpesunenta denepansHomy Cobpanuto 20 despans 2019 roma [DnekTpoHHBIH pe-
cypc]. URL: http://www.kremlin.ru/events/president/news/59863 (nara oopamenus: 20.12.2021).

3. Vka3 [Ipesunenta Poccuiickoit @eneparuu ot 07.05.2018 1. Ne 204 «O HAIIMOHATBHBIX IENSIX U
CTpaTEeTUYECKUX 3a7adax pa3BuTus Poccuiickoit ®eneparuu Ha nepuona 10 2024 roga». Berymm B cuimy
c 7 mas 2018 roma [Dnexrponnslii pecypc]. URL: http://www.kremlin.ru/acts/bank/43027 (nata oOpa-
menus: 20.12.2021).

4. 3acenanne CoBera M0 CTPAaTErMYECKOMY Pa3BUTHIO U HAIIMOHAIBHBIM NpoekTam 13 nromst 2020 ro-
na [Dnexrponnsiii pecype]. URL: http://www.kremlin.ru/events/president/news/63635 (mara oGparie-
Hus: 20.12.2021).

5. lllarpaeB A.I'. Monudukauus, pazpaboTka U pealu3alus METOIOB KiIacCU(UKALIMH HOBOCTHBIX
TEKCTOB: aBTOped. uC. ... KaHI. TexH. HayK. M., 2014. 19 c.

6. Cokonosa T.A. M3Bneyenue snemMeHToB OMOIMOrpaduu Ha OCHOBE aBTOMATHYECKH IOpPOKAae-
MBIX PETYJSIPHBIX BhIpaxkeHul // IHQopMaIlMOHHO-TeIEKOMMYHUKAITMOHHBIE TEXHOJIOTUN U MaTeMaTH-
4ecKoe MOJICITUPOBAaHUE BHICOKOTEXHOJIOTMYHBIX CUCTEM: MaTepHalbl Beepoc. KoHG. ¢ MexayHap. y4a-
ctueM. M., 2019. C. 313-316.

7. Ymakos O.B. IlpumeneHue aBTOMaTH3HMPOBAaHHBIX WH(POPMALMOHHBIX CHCTEM C HHTErpauueit
MAIIWHHOTO OOyUYeHHS B IEATEIBLHOCTH NPaBOOXPAHUTEIbHBIX opraHoB // [IpobieMsl mpaBoBOi U TeX-
HU4eckoi 3amuThl nHGopmanuu. 2018. Ne 6. C. 142—-147.

8. Meroabl 00pabOTKH €CTECTBEHHOTO $3bIKA JUIsl M3BICUYCHHS (PAKTOPOB PHCKA MHCYJIbTA M3
MenunuHCcKux TekctoB / B.B. Jlonurosa, [I.A. Kupees, E.B. TutoBa, A.A. Axumona // Tpynsr Un-
CTUTyTa CUCTEMHOro aHanu3a Poccuiickoil akagemun Hayk. 2021. T. 71, Ne 4. C. 93-101. DOLI:
10.14357/20790279210410

9. Konmoropues C.B., Capaer I1.B. Uspneyenne 6ubarorpaduu U3 TEKCTOB PEryJISPHBIMU BbIpa-
xeHusiMu // HoBble MH(OpMAIIMOHHBIE TEXHOJOTHU B aBTOMATH3MpOBaHHBIX cucremax. 2017. Ne 20.
C. 82-88.

10. 'op6auesckas E.H. Kinaccudukauus neriponnsix cereil / Bectnuk Boskckoro ynusepcurera
uM. B.H. Tatumesa. 2012. Ne 2 (19). C. 128-134.

11. Karenko HO.B. [IprMeHeHne METOZ0B MAIIMHHOTO OOYYCHHMS ISl aHajau3a TEKCTOBON MH(OP-
Maruu // OxpaHa, 6€30macHoCTh, CBsi3b. 2019. T. 3, Ne 4 (4). C. 90-94.

12. BoponoB B.U., Mapteinenko 3.B. HMccienoBanue napayuiedbHBIX CTPYKTYp HEMPOHHBIX ceTel
JUIS1 UCTIONIb30BAHMUS B 33/1a4aX 110 CEMaHTUYECKOM KiIacCu(UKAINU TEKCTa Ha PYCCKOM SI3BIKE B YCIOBH-
SIX OTPaHUYEHHSI BBIYUCIUTENBHBIX PECYPCOB (Ha MIpUMEpE ONepaTUBHBIX cBOAOK B cucteme MBJI Poc-
cuM) // DKOHOMHKA 1 KauecTBO cucTeM cBszu. 2018. Ne 3 (9). C. 52-60.

13. Karenko 1O.B., [Terpenko C.A. Koniienius KOHTPOJISI JOCTOBEPHOCTH HH(POpPMALIUU B podec-
CHOHAJILHON CONMAIILHON CETH C MPUMEHEHHWEM CBEPTOYHOM HEWpOHHOH ceTw // MexayHapoHast KOH-
(dbepeHys o MATKUM BerYucieHusIM 1 m3Mmepenusm. CII6., 2019. T. 1. C. 140-143.

14. MyparoBa VY./l. M3yuyenne HeHpOHHBIX ceTel 1 yaT-00ToB // Matepuansl [X Konrpecca mo-
noneix yuensix. CII6., 2021. C. 92-95.

15. Cyxanb A.A. ['eHepaTHBHO-COCTSI3aTENIbHbIC HEHPOHHBIC CETH B 3a/1a4ax ONPEACICHUS TPSHIOB //
MockoBckuit skoHOMHYecKuit xkypHa. 2019. Ne 6. C. 180-191. DOI: 10.24411/2413-046X-2019-16031

16. Bynputsckuii [[.B. IIpuMeneHne peKyppeHTHBIX HEHPOHHBIX CeTeil B 3a1ayax oOpabOTKH TeK-
CTOB Ha €CTECTBEHHOM si3bIke // Bompocs! Hayku. 2015. T. 6. C. 8-12.

BecTHuk HOYplY. Cepus «<KomnbioTepHble TEXHONOrMK, ynpaBreHue, PaauoaneKkTPoHUKay. 39
2022. T. 22, Ne 2. C. 29-40



UHdopmaTrka U BbluMCnUTENbHAA TeXHUKa
Informatics and computer engineering

17. Hanyenko B.B. O030p cpeactB pa3paboTKu MH(GOPMALMOHHONW CHCTEMbl, OCHOBAaHHON Ha aHa-
nu3e BocpusTus Texkcra / Mudopmatuka n npuknagnas maremaruka. 2020. Ne 26. C. 31-34.

Information about the authors

Elena V. Bunova, Cand. Sci. (Eng.), Ass. Prof. of the Department of Applied Mathematics and
Programming, South Ural State University, Chelyabinsk, Russia; bunovaev@susu.ru.

Vlada S. Serova, Master's student of the Department of Applied Mathematics and Programming,
South Ural State University, Chelyabinsk, Russia; vladislava.serova.98@gmail.com.

Hughopmayusa 06 asmopax

Bynosa Enena BsiueciaBoBHA, KaHJ. TEXH. HayK, A0L. Kadeapsl MPpUKIaIHONW MaTeMaTUKU U MIPO-
rpammupoBanus, KOkHO-Y panbCKuii rocyJapCTBEHHBIN yHUBEpcUTeT, Yensounck, Poccust; bunovaev@
susu.ru.

CepoBa Biana CepreeBHa, MaructpanT kKadeapsl MPUKIAIHON MaTEMATHKU U TIPOTPaMMHUPOBAHHSI,
HOxHO-Ypansckuii rocyjapcTBeHHBIN yHUBEpCHUTeT, YensOnuck, Poccus; vliadislava.serova.98@gmail.com.

The article was submitted 13.03.2022
Cmamova nocmynuna ¢ pedaxyuio 13.03.2022

40 Bulletin of the South Ural State University. Ser. Computer Technologies, Automatic Control, Radio Electronics.
2022. Vol. 22, no. 2. P. 29-40



