KpaTtkme coobueHus
Brief reports

KpaTkoe coobLieHne
YK 338.274.3; 004.85
DOI: 10.14529/ctcr250409

KOMBUHUPOBAHHBLIA METO[, MPOrHO3UPOBAHMUS CMNPOCA
HA NPOAOBOJIbCTBEHHbLIE TOBAPblI HA OCHOBE
AHCAMBJIA LSTM-CETU U SARIMA-MOAENU ANA UHTETPALIUA
B ERP-CUCTEMbI POCCUUCKOIO PUTEUIIA

A.A. Mukprokoe', 9127771067@mail.ru, https://orcid.org/0009-0008-4664-6911
[.B. M'unée?, denis.gilev@urfu.ru, https://orcid.org/0000-0003-1040-5696

! HOxHO-Ypanbckuli 2ocydapcmeeHHbIl yHusepcumem, YenssbuHck, Poccusi
2 Ypanbckuti gpedeparnbHbil yHUsepcumem, ExkamepuHbype, Poccusi

Annomayus. leap ucciielo0BaHUsA: MTOBBIIICHHE TOYHOCTH IIPOTHO3UPOBAHHUS CIIPOCa HA MPOJOBOIb-
CTBEHHBIC TOBApHI B YCIOBUAX BBICOKOW BOJIATMIIBHOCTH M CJIOXKHOW CE€30HHOHM CTPYKTYpBI IJISI OCIIEAYIO-
el MHTeTpalu B MOIYJIN ynpaBieHus 3anacamu ERP-cucteM, BKiIroUast pocCHiiCKHe PEIIeHHs Ha ILIaT-
tdopme «1C». Marepuansl U Meroabl. I[IpemrokeH KOMOMHHPOBAaHHBI METON HAa OCHOBE aHCAMOJIA
SARIMA (anrn. Seasonal Autoregressive Integrated Moving Average — ce30HHast aBTOPETPECCHOHHAST MO-
JIeTb CKOJIB3AIIIEro cpeanero) u Maorocnoinoir LSTM-cetu (anrn. Long Short-Term Memory — cets moin-
roil KpaTKOCpouHOil mamsiTH). Beca Moeneii onpenensoTcs aJjanTHBHO Ha OCHOBE OIIMOKH HA BaJWAAIlH-
OHHOH BBIOOpKE. DKCIIEPUMEHT MPOBEEH Ha pealibHBIX JaHHBIX copeBHOBaHUs M5 Forecasting (Walmart),
BKJTIOYAIOLINX BPEMEHHbIE Psifibl crpoca 1o 120 HauMEHOBaHHUAIM MPOAYKTOB IMUTaHUs. I OLIEHKH Kaue-
ctBa ucnonb3oBanbl MeTpuku MAE, RMSE, MAPE u tect lubansna — Mapuano. Pesyabrarsl. [Ipeasno-
JKCHHBIH aHCaMOJIb CHIDKACT CPEIHIOI0 a0COMIOTHYIO MporeHTHY0 omuoKy (MAPE) no 52,96 % —na 1,1 %
ayqme SARIMA u Ha 14,0 % myyme LSTM. Cratuctudeckas 3Ha4MMOCTb YIYYIIEHUsS MOATBEPKACHA
tectoM [ubamsaa — Mapuano (p < 0,001). Aranu3 mokasan, 9To KOMOWHANWS JTHHEHHOW MHTEPIpEeTHpye-
Moct SARIMA u HenmueliHO# rnOkocTr LSTM obecniedunBaeT ycTONYHBOCT K BRIOPOCAM U ITOBEIIIACT
TOYHOCTH B NEPHOJBI PE3KUX KOJIeOaHUH crpoca (Hampumep, nepes npasgHukaMn). [Ipaktudeckas neH-
HOCTh pabOTHI 3aKIIOYaETCsI B BOBMOXKHOCTH CHIDKEHHS YPOBHS JeHUUTa W M30BITOYHBIX 3aIacoB 3a
c4€T GoJiee TOYHOTO IPOTHO3a CIpoca. 3akjauyeHue. PazpaboTaHHBI MeTOX AEMOHCTPUPYET BBICOKUI
noteHnuan ansa uaTerpaunn B ERP-cucteMsr poccuiickoro puteiina, rae Tpedyercs 6amaHC MexIy TOY-
HOCTbHIO, HHTEPIIPETUPYEMOCTHIO M aBTOMAaTH3alueld. Pe3ynpTaTsl MO3BOJSIOT PEKOMEHA0BAaTh aHCAMOJIb
JUIsL BHEAPEHHUS B MOJYJIH aBTOMAaTH3MPOBAHHOTO IJIAHMPOBAHMS 3aKyNOK M yNPaBICHHUS TOBAPHBIMU
3amnacami.

Knroueevie cnosa: porHo3upoBaHue crpoca, MmamuHHoe o0ydeHne, SARIMA, LSTM-cets, ancam0-
neBble Mozaenn, ERP-cucremsl, ynpaBienue ToBapHBIMY 3a1acaMH, BDEMEHHBIE PSIIbI
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Abstract. The purpose of the study. To improve the accuracy of food demand forecasting under con-
ditions of high volatility and complex seasonality for integration into inventory management modules of
ERP systems, including Russian solutions based on the 1C platform. Materials and methods. A hybrid
method is proposed based on an ensemble of SARIMA (Seasonal Autoregressive Integrated Moving Ave-
rage) and a multilayer LSTM network (Long Short-Term Memory). Model weights are determined adap-
tively based on validation error. The experiment was conducted on real data from the M5 Forecasting Com-
petition (Walmart), covering demand time series for 120 food products. Evaluation metrics included MAE,
RMSE, MAPE, and the Diebold—Mariano test. Results. The proposed ensemble reduces Mean Absolute
Percentage Error (MAPE) to 52.96 % — 1.1 % better than SARIMA and 14.0 % better than LSTM. Statisti-
cal significance of the improvement was confirmed by the Diebold—Mariano test (p < 0.001). The combina-
tion of SARIMA’s interpretability and LSTM’s nonlinear flexibility provides robustness to outliers and
higher accuracy during sharp demand fluctuations (e.g., before holidays). The practical value of the study
lies in the possibility of reducing the level of shortages and excess stocks through a more accurate demand
forecast. Conclusion. The developed method shows strong potential for integration into ERP systems used
in Russian retail, where a balance between accuracy, interpretability, and automation is essential. The re-
sults support the practical adoption of the ensemble in automated procurement and inventory planning
modules.

Keywords: demand forecasting, machine learning, SARIMA, LSTM network, ensemble models, ERP
systems, inventory management, time series
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Beenenne

OpHOM M3 KITIOYEBBIX 33/1a4 B YIPABIEHHUM IIETIOYKAMH TOCTABOK PO3HUYHON TOPTOBIH SBISETCA
MUHUMU3AIUS U3AEPKEK TPU 0JTHOBPEMEHHOM 00€CIICUeHUHN BBICOKOTO YPOBHS cepBHca. B poccuiickoit
MPAaKTHKE 3Ta 3aJa4a BCE yaie pemaercs B pamkax ERP-cuctem, cpean KOTOPBIX JOMUHHPYIOIIEE I10-
noxenue 3aanMaet miardopma «1C» — B yactHocTH, KoHurypanun «1C: YnpasieHue TOproBiei» u
«1C: ERP VYnpapnenue npenmpusituem». L[eHTpaTbHBIM 3JIEMEHTOM TaKUX CHUCTEM SIBJISIETCS MOJYJb
MPOTHO3UPOBAHUS CIIPOCa, OT TOYHOCTH KOTOPOro HANPSAMYIO 3aBHCUT 3(PQEKTHBHOCThH YIPaBICHUS
TOBapHBIMU 3anacamu [1].

TpaguIioHHBIE CTATHCTUYECKHE METOIbI, Taknue Kak SARIMA, 1ieHITC 3a HHTEPIPETHPYEMOCTh
YCTOWYHMBOCTD K IepeoOyueHnIo [2], HO He Bcerja JOCTaTOYHO XOPOLIO CIPABIISIIOTCS ¢ HETMHEHHBIMU
natTepHamMu. B To e Bpems HelpoceTeBbie MOaxojbl, 0cooeHHO LSTM-ceTn, CrioCOOHBI yIaBIHBaTh
CJIOKHBIE BPEeMEHHBIE 3aBHCUMOCTH [3], HO CKIIOHHBI K IepeoOyUeHHI0 Ha KOPOTKHX WIIH Pa3pesKeHHBIX
psaaax u paboTaroT Kak «4€pHbIN AmuK» [4]. B ycnoBuax ERP-cpensl, rae BaxXHBI Kak TOYHOCTD, TaK H
MPO3PaYHOCTDh PEIICHUH, OCOOCHHO aKTyallbHBIM CTaHOBUTCSI TMOPUIHBIN noaxo. Maes komOuHKUpOBa-
HUS CTAaTUCTUYECKHUX M HEMPOCETEBbIX MOJIeNieli BliepBhIe OblIa mpemiokeHa Zhang [5] u akTuBHO pas-
BUBaeTcs B mocienaue rojpl [6]. CoBpeMeHHbIe HCCIIeA0BAHMS MTOJITBEPXKIIAIOT, YTO 3 deKkTnBHOE Npo-
THO3UPOBaHUE TPeOyeT MHTErpalui Pa3HOPOJHBIX METOAOB, YUETAa TECOPETHUECKUX OCHOB U AMIIMPHYE-
ckux ocoOeHHOCTeH AaHHBIX [7, 8]. OAHAKO OCTAIOTCSI OTKPHITHIMU BOIIPOCH! aJaITUBHOTO B3BELIMBA-
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HUSI KOMIIOHEHTOB aHCaMOJIISl U €T0 MacCIITa0MPyEeMOCTH Ha THICSIYM HOMEHKIATYPHBIX eIUHUI] — THITAY-
Hyto aii1 ERP-cuctem Harpysky.

ens mamHHOW pabOTHI — pa3paboTaTh W AKCIEPUMEHTAIBHO OIEHHUThH KOMOHWHHPOBAHHBIH METO.
MPOTHO3UPOBaHUs crpoca Ha ocHoBe aHcamOiss SARIMA-monenu u LSTM-cetn ¢ ananTUBHBIM B3Be-
LIMBAaHUEM, OPUEHTUPOBAHHBIN Ha MHTErpauuto B ERP-cucteMbl poccuiickoro pureitia.

1. MaTtepuajbl 4 METOIbI

B skcniepumenTe nCnonb30BaHbl JaHHBIE cCOpeBHOBaHUS M5 Forecasting — Accuracy, opraHu30BaH-
Horo Walmart u goctymHoro Ha miatdopme Kaggle [9]. larnnabie oxBatsBatoT nepuoz ¢ 2011 mo 2016 .
Y BKJIIOYAIOT:

— exkeTHeBHBIE Mpoaaxu O6osee yem 1o 30 000 ToBapHBIM eJUHULIAM;

— nH(pOpMALKIO O Mara3uHax, KaTeropusx, JemapTaMeHTax;

— KaJICHIapHbIE COOBITHS, TPOMOAKLIUH, LICHEI.

Hns uccnenoBanus Obia BeIOpaHa moABbIOOpka u3 120 HanmeHoBanuid u3 Kateropuu «Food»
(MsICHBIE U MOJIOYHBIC TIPOLYKTHI, XJIeO00YIOUHBIE U3ENHUS U T. J.), XapaKTePU3YIOLINXCS BBIPaKCHHON
HEJENbHOW CE30HHOCTBIO U YMEPEHHOM BOJATHIIBHOCTBIO.

1.1. Memooonozusn

1.1.1. SARIMA-mo0enw

Mogens SARIMA(p,d,q)(P,D,Q)[s] npumensieTcst Ansi ONUCaHUS JIMHEHHBIX KOMIIOHEHT psina. s
©XKEIHEBHBIX TaHHBIX BEIOPAaHO 3HAaUEeHHE ce30HHOCTHU S = 7. IlapameTpbl Moxeny noadupaiucy aBToMa-
THYCCKH C HCIOJb30BaHWeM OuOmuoTekn pmdarima Ha ocHoBe muHuMu3anuu AIC (anri. Akaike
Information Criterion — uHpoOpManMOHHBIH KpUTepHii AKaWke) B COOTBETCTBUH C PEKOMEHIAIMSIMH
KJIACCHYECKUX padOoT 10 aHaIM3y BPEMEHHBIX psijioM [2, 10].

1.1.2. LSTM-cems ucnonvsosanace ogyxcrounaa LSTM-apxumexmypa:

— BXOJI: CKOJIB3sIIIee OKHO JiuHOM 90 mHEel;

— ckpeIThie ciou: 50 u 25 LSTM-sueek;

— BBIXOJI: IOJTHOCBS3HBIN cioi (Dense) it mporuosa Ha 7 THEH;

— ¢yskums aktuBanuu: RelLU;

— orrrumm3atop: Adam, ckopocts 06ydenus 0.001;

— perysspusanus: dropout 0.2, early stopping npu OTCYTCTBHH yiryuiieHus Ha 10 3110X.

JlaHHBIE HOpPMaJIM30BINCH MeTOAOM Min-Max. ApXWTeKTypa OCHOBaHHA Ha ()yHIaMEHTaJIbHON
pa6ote Hochreiter & Schmidhuber [3] u coBpemeHHBIX 0030pax MO0 MPUMEHEHHIO PEKYPPEHTHBIX CeTei
B IIPOTHO3MPOBAHUH BPEMEHHBIX PSAA0B [4].

1.1.3. Apxumexmypa ancamoasn « Dunanbuvil NPOSHO3» GOpMUPYemcs KaK 636eUeHHAs CYMMA.

?tensemble =a- y\%ARIMA + (1 _ (1) . y\IESTM.

3nauenue Beca o € [0,1] onpenensiercs nyrém muHuMu3aiuu MAE Ha BaauaaliuoHHOM BBIOOpKE.
Taxolt moxxoxn obecrieunBaeT OanaHc MEXIY UHTEPIPETUPYEMOCTBIO U aAallTUBHOCTBIO, TTO3BOJISISI MO-
JIeJI1 aBTOMaTHYECKH OTPEeJeIATh, Kakas N3 KOMIIOHEHT OoJiee HaAEKHa B TEKYIIUX yCIOBHUSIX.

1.1.4. Mempuxu oyenxu

st OIeHKM KadecTBa IMPOTHO30B HCIIOJIB30BAINCH cienyronue MeTpuku: MAE (anria. Mean
Absolute Error — cpeansist abcomotnas ommnbka). RMSE (anri. Root Mean Square Error — kopens 13
cpennekBanpatuHoil ombOkn). MAPE (anrn. Mean Absolute Percentage Error — cpemusisi abconroTHast
nporenTHas omubka). Tect [Inbansaa — Mapuano (Diebold-Mariano test) — s mpoBepku crarucTrye-
CKOM 3HAYMMOCTH PA3NUIui Mex Ty Moaessimu [11].

2. Pe3yabTatsl

2.1. Iloozomoseka oannbix

Bpemennoii psig onHoro ToBapa (Hanpumep, FOODS 3 090) 6bu1 pazaenés Ha BEIOOPKU:

— Train: 1147 aueit (60 %);

— Val: 383 nus (20 %);

— Test: 383 nus (20 %).

Takoe pa3zgeneHue Mo3BoJsIET 00ECEUNTh AOCTATOYHBIN 00BEM JaHHBIX AJIs1 OOyYeHHs M BajluJa-
[[UH, a TAaKXKe aJICKBAaTHYIO OLIEHKY KauecTBa Ha HE3aBHCUMOW TECTOBOH BHIOOPKE, COOTBETCTBYET CTaH-
JAPTHBIM MIPAKTHKaM BPEMEHHBIX PsI0B M pekoMeHaamwsiM us [10, 12].
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2.2. Onmumuszayus eeca ancamons

Bec o 661 TOT00paH HA BaTUMAANMMOHHON BEIOOpKE. ONTHMAaEHOE 3HAUCHHE:

a =0,553.

Oto o3HauaeT, 4T0 SARIMA u LSTM BHOCST mpuMepHO paBHBIH BKIaj B (MHATBHBIA MIPOTHO3.
Taxkoii pe3ynbTaT CBUACTETHCTBYET O TOM, YTO HH OJHA M3 MOJIEJIeH HE TOMHHHPYET, a IX KOMOUHAIIHS
MO3BOJISIET KOMIICHCHPOBATD CJIa0ble CTOPOHBI KAXKAOH.

2.3. Cpasnenue mooeneii

CpaBHeHue Mopernen No MeTpukam KkavyecTtBa (cpegHee no 120 accopTUMEHTHbLIM MNO3ULUAM)
Comparison of models by quality metrics (average for 120 product lines)

MOJEJIb MAE RMSE MAPE, %
SARIMA 23,446 32,881 53,524
LSTM 19,077 26,093 61,576
Ancam0i1b (IpeaI0KCHHBIH ) 19,725 27,723 52,956

HIcTOYHUK: COCTaBICHO ABTOPOM.

Anamm3 (cM. TabnHITy) TIOKa3bIBaeT, 9TO aHCAaMOIb 00ECTIeYNBAET HAMITYUIIyIO TOYHOCTh To MAPE —
Ha 1,1 %, nmyume SARIMA u na 14,0 % nyume LSTM. IIpu stom MAE n RMSE ancam6iist 0:1m3ku K
pesynbratam LSTM, uTo yka3plBaeT Ha CTAOMIIBHOCTH MPorHo3a. CToOuT oTMeTHuTh, uto MAPE y LSTM
okaszavics Belie, yeM y SARIMA, 4To MoXeT OBITh CBS3aHO C MOBBIIICHHON YyBCTBUTEIbHOCThIO LSTM
K PE3KUM CKadyKaM CIpPOCa, KOTOpble HHTEPIPETUPYIOTCS Kak BbIOpockl. B To ke Bpems ancamOib 1e-
MOHCTpHUpYET OoJiee CriiakeHHOE MMOBEICHHE, YTO JIeNaeT ero 0ojiee yCTOWYMBBIM K TAKUM KOJICOAHUSIM.

2.4. Cmamucmuueckas npoeepka

J71st OTIeHKHM 3HAYMMOCTH MCIIONB30BaH TecT Jubanpna — Mapuano [11]:

— DM-crarucruka: 4,476;

— p-value: < 0,001.

HyneBas runoresa otBepraercs Ha ypoBHe o = 0,05 — aHCAMONbh CTAaTHCTUYECKH 3HAUYUMO IJTydIIIe
SARIMA. 3T0 NOATBEPKAAET, UTO YIYUILICHUE TOYHOCTH HE SBIISIETCS CIIyYalHBIM U UMEET IPAKTUYE-
CKYIO 3HAYUMOCTb.

2.5. Busyanuzayus npozno3os

Ha pucynke npezacraBieHO cpaBHEHHE IPOTHO30B MOJENECH Ha TECTOBOM YYacTKE AJISl OJHOTO W3
TOBApOB.

CpaBHeHuWe NPorHo308B (BEIPOBHEHHbLIE AaHHbIE)
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CpaBHeHue NporHo3oB moaenen (HomeHknatypHasa eauHuua «Packaged Meat» («Msico B ynakoBke»))
Comparison of model predictions (SKU: “Packaged Meat”)

[pennoxkennslit noaxo 3pQGEeKTUBHO coveTaeT JuHelHyto uHTepnperannio SARIMA u HenuHei-
Hyto anmnpokcnManuio LSTM. OcoGeHHO 3HaYUTEIhHOE MOBBIIIEHHE TOYHOCTH HAOMI0IaeTCsl B IEPHO-
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JlaX pe3KuX M3MEHEHHH crpoca (Hampumep, nepen npazgaukamu), rae LSTM kommneHcupyer cucrema-
traeckyto omuoky SARIMA. Oxnako ancam61s TpeOyeT OONbIero BpeMEeH! Ha HAaCTpouKy. s mac-
MTaOMPOBAaHKSI HA THICSIYM HAWMEHOBAaHHWN TOBApHBIX €IUHHMIL I[eJIeCOO0pa3HO peain30BaTh aBTOMAaTH-
3MPOBaHHBIN Mpoliecc M0A0Opa BECOB, O3BOISIIONINK 00padaThIBaTh KaXKAbI BpeMEHHOH psag O0e3 yda-
cTHs omeparopa. Takxke CleIyeT OTMETHTh, YTO MPH OTCYTCTBHU JAaHHBIX O MPOMOAKIHAX TOYHOCTH
cHikaercst Ha 25-30 %, 4To yka3pIBaeT Ha BaXKHOCTh BKJIFOUEHHS SK30T€HHBIX (PakTOpOB B Oymymmx
Mogudukanusax [9, 13]. BaxkHbIM acmeKToOM SBJSIETCS M MUHTEPIPETHPYEMOCTh MOAeHH. B oTnuyne ot
«aépuoro smuka»y LSTM ancamOIb MO3BOJISET OICHUTH BKJIAJ KaXXIOW KOMITOHEHTHI, YTO BaYKHO TSI
MIPUHATHUS yIIpaBIeHIecKuX pemenui [1, 14].

BriBoabI

Pa3paboTaH u 3KCIIepIMEHTAIBHO OLIEHEH KOMOMHUPOBAaHHBIN METOJ IPOrHO3UPOBAHUS CIIPOCA Ha OC-
HoBe aHcamOnst SARIMA u LSTM c¢ agantuBHbeiM B3BemmBanueM. Ha peanpHbix ganaeix MS Competition
MoKa3aHo, uyTo aHcamOnb camxaeT MAPE 1o 52,96 % — na 1,1 % nyume SARIMA u nHa 14,0 % mnyumre
LSTM. CratucTiuueckasi 3Ha4MMOCTb YITY4IIICHUS TOATBEp Xk IeHa TecToM JInbanbaa — Mapuano (p < 0,001).
ITomy4eHHBIE pe3yIbTATHI MIO3BOJSIIOT PEKOMEHAOBATh MPEIOKEHHBIH MeTo U1 BHenpeHus B ERP —
CHCTEMBI POCCHICKOTO pUTEHIa HCIOIB3YIONINE MOIYJIH IJIAHUPOBAHMS 3aKYIIOK M YIPABJICHUS TOBap-
HBIMH 3amacamu [1, 14, 15].

[IepcnekTuBBI JaIbHEUIINX UCCIECAOBAHUIA:

— BKJIFOYEHHE SK30TCHHBIX IEPEMEHHBIX (IPOMO, TIOT0/Ia, KAJICHAAPb);

— OHJIaliH-00YyYEHHUE U alanTalus BECOB B PeajbHOM BPEMEHH;

— MHTETPaIUs C MOAYJISIMA yTIPaBJICHUs HopMaTuBaMmu 3aracoB B ERP-cuctemax [16].
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