DOI: 10.14529/ctcr160106

GENERAL APPROACHES TO DYNAMIC MEASUREMENTS
ERROR CORRECTION BASED ON THE SENSOR MODEL

E.V. Yurasova, iurasovaev@susu.ru,
M.N. Bizyaev, biziaevmn@susu.ru,
A.S. Volosnikov, volosnikovas@susu.ru

South Ural State University, Chelyabinsk, Russian Federation

The subject of the research is measuring systems and primary measuring transducers operating
in a dynamic mode. It is aimed at the reduction of a dynamic measurements error due to the primary
measuring transducer inertia and random high-frequency noise at the output. Three general ap-
proaches to the dynamic measurements error correction based on the dynamic measuring system
structure with a dynamic model of the primary measuring transducer (sensor) are considered.
The first approach implements the adaptive control of measuring system parameters method,
the second one is based on the method of sliding mode control in the dynamic measuring systems,
and the third one uses the neural network control method. The approaches mentioned above are
based on the principles of modern and classical theory of automatic control and provide the dynamic
measurements error correction by the sensor input signal recovery. In the classical problem state-
ment this requires solution to the convolution integral equation and usage of the inverse Fourier
transformation.

Keywords: automatic control theory, dynamic measurements, dynamic measurements error,
dynamic model of a sensor, adaptive control, sliding mode control, neural network model.

Introduction

Measurements carried out in the dynamic mode are characterized by the dynamic error first of all
caused by the primary measuring transducer (sensor) inertia. Therefore it is appropriate to consider
the dynamic measurements problem within the class of LTI models [1]. The second component of
the total dynamic measurements error is determined by the random high-frequency noise on the sensor
output. These components of measurements error often happen to be much bigger than all the rest and
they require correction [1].

Such scientists as G.I. Solopchenko, V.V. Leonov, V.A. Granovskiy and others made a great con-
tribution to the formation and development of the dynamic measurements theory in our country. To date
the most developed methods of the dynamically distorted signal correction are the ones based on
A.N. Tikhonov’s regularization method which results in usage of the inverse Fourier transformation given,
e.g. in papers [2—4] and the methods based on the computational solution to the convolution integral
equation with the regularization parameter implementation [5-6].

Herewith, only one limit value of the dynamic error is given in the publications for all time function
that is considered to be a very rough evaluation. There exist practically no results of the dynamic mea-
suring error evaluation by the observable output signal of the sensor and information about its dynamic
characteristics. The issues of the dynamic error effective correction with the lowered sensitivity to exis-
tence of noises at the sensor output were not specially considered. The problems of sensors and measur-
ing systems parameters adaptation to the conditions of the carrying out experiment require further
examination because the majority of the results were obtained for the systems with constant parameters.
This makes the measuring systems accuracy limited to the characteristics of equipment and limits
the computing capacity of these systems for the significant improvement of their metrological characte-
ristics.

The scientific school headed by A.L. Shestakov covers the following issues: the dynamic measure-
ments error analyses, the accuracy of dynamic measurements increasing on the basis of the automatic
control theory methods [7-11]. This approach gives the possibility to obtain effective methods of
the measured signal recovery, analyses and dynamic error reduction as well as time evaluations of
the dynamic measurements error. All the activity of this scientific school is focused on the research and
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development of the dynamic measuring systems models based on the modal control method [8], iterative
principle of dynamic systems signal recovery [7], sliding mode control method [12, 13], parametric
adaptation of systems [14, 15] and the neural network control method [16, 17].

1. Measuring transducer with parameters self-adjusted by dynamic error criterion

and noise gain limitation

One of the advanced trends in the development of modern information-measuring engineering is its
intellectualization [18]. The specific features of this trend are execution of complicated measuring pro-
cedures by special hardware tools and construction of measuring transducers capable to individualize
processing algorithms by adaptive changing of their structure and parameters on the basis of accumu-
lated aprioristic and received measuring information [19]. In real information-measuring systems
the characteristics of noises are known approximately and can change during measurement. This makes
the optimal processing of measurements data more complicated. Therefore, intelligent measuring sys-
tems adaptable to the noise conditions are of great practical interest.

Suppose a sensor is described by the liner transfer function (TF) as follows:
my ny

H(Tzzipz +2§25T2il9+1) H (Tzil?"‘l)
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where U ( p) and Y ( p) are Laplace transformations of the sensor input and output signals; 7,; and T},
are time constants for i=1,2,..,n, and j=1,2,..,n; &,; and & ,; are damping coefficients for
i=L2,.,my and j=1,2,...,m; K, is the static gain; p is the complex number frequency.
The orders of numerator m and denominator n of the sensor TF (1) are defined as follows:
m=m, +n,, 2)
n=m +n. 3)
The TF (1) can be represented in the following continuous form:
W (p) Y(P) _ by p" + by -;i'”_l +b, 5 -{9'”_2 +.tb - p+by ,
U(p) plta, - p T va, , p" e tay - pta
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where b, and a; are coefficients depended on the sensor TF (1) parameters for i=0,1,...,m and
j=0,1,..,n—1.

The corrector of the sensor dynamic error is designed according to the dynamic model given in
the papers [20, 21]. The sensor model is the actual part of the measuring system and it is described by
the same differential equation:

dy, (1) d"y, (1) d"U, (t) d"u,, (1)

—+a’171—1 —+bm71—1

dt" dr" dr" dr"”
where U, (¢) and y,, (¢) are input and output signals of the sensor model.

+..+agy, (t)=b, +o+bU,, (1), (5

The block diagram of the dynamic parameters measuring transducer is shown in Fig. 1. The dia-
gram is presented in the state-space form, where x,,,(7), x,,,(7), ..., x,,(¢) are state coordinates of

the sensor model.

The measuring transducer with the sensor model, which is the actual part of its structure, shown in
Fig. 1 has the feedback coefficients of the model as the adjustable parameters [20, 21]. These coef-
ficients were calculated by the required dynamic error value and they were constant during the measur-
ing experiment data processing. However, there is a possibility, in principle, to adjust the coefficients of
the model feedback during measuring experiment or measurement data processing. Thus, the criterion of
the parameters adjustment can be not only the convex functional of the dynamic error, but also the spe-
cially created signal of the dynamic error evaluation, which is a continuous function of time depending
on the adjusted parameters.
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Fig. 1. Block diagram of the dynamic parameters measuring transducer
with the channel of the dynamic error evaluation

Consider the situation when all the feedback coefficients of the sensor model are being adjusted.
As a measure of disagreement between the system movements and the model, the function of an error
evaluation ¢ (p) is chosen in the form [22]:

I(t)=F(e1(t))=e12 (). (6)
The essence of the gradient method is the organization of such algorithm of the coefficients £; (t)

adjustment that in each time point their change was aimed at the value [ (t) reduction as the function of

the coefficients ; (t) [23]. This requires the following system of equations implementation:
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dkO (t) =_]. a[(kl (t))
dt ko (t)
: (7

dk,., (1) N oI (k; (1))

dt ok, (2)

where A is the constant gain coefficient determining the speed of self-adjustment.

As a result of equations for / (t) from (6) to (7) substitution the following system of equations is

obtained:
ol k(1)) Oey (1)
o) ) G

: (8)
k() el
) G

According to the shown in Fig. 1 block diagram of the measuring transducer the following equation
holds:

e (t)=y()+V (1) =y () + kg () Zoy () + 4 K (£) Z, () + Ko (£) Z, (1) )
To take the derivatives of ¢ (t) that the system (8) comprises it is necessary to obtain the deriva-

tives of the components from equation (9). The output signal y(t) does not depend on the adjustable

parameters and its derivatives are equal to zero. The same is true to the noise signal V(t). Its deriva-

tives are also equal to zero. According to the block diagram shown in Fig. 1 the following equation
holds:

Vs (0)=box1y (8) + By (2) + o4 By Xng (8) + B, % (2) - (10)
As a result of equation (10) differentiation with respect to &; (t) for i=0,1,...,n—1 the following

equation is obtained:

ox( (1) a7 (1) oy ()
Ty~ ()= ) e (0 -a0) TS £ (0). (11)
The last equation is represented in the following form:
()= (ko ()= JH (04 (R (1) =0 )V (1) = 2030 (1), (12
where Vll-(t)zaxL(t) for i=0,1,....n—1.
o (1)

The variables V;;(¢) are obtained by the solution to equation (12). Time derivatives of these coordi-

nates are obtained as the state coordinates by the solution to these equations. If the coefficients k; (t)

change slowly, then the variables V), (t) are output coordinates of LTI systems, where the signal xl(]lv), (t)

is active at the input. Thus, the derivative of the first component in equation (6) is written as follows:

Lt 0+ )b ) (13)

Determine the derivatives Zil—((tt)) from equation (9). According to the measuring transducer block
diagram shown in Fig. 1 the follov&l/ing equation holds:

Z (1) = 9 () 4V (8= g (6)+ (bas (1) - 0t ) 2o (6) o (o () 00 ) 24 (2) (14)
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As a result of equation (14) differentiation with respect to k; (t) for i=0,1,...,n—1 the following

equation is obtained:

40 () oz{"(1) Z,(1) , ()
T k - ———+ . +k — +7 ) 15
6kl- (f) 6kl (t) +( n—1 (t) an*l) ﬁkl ([) + +( O(t) aO) akl (t) | (t) ( )
The last equation is represented in the following form:

" 0 n— i
$ >(t):_gk7—((f))+(knl(t)_anl)qg (1)t (ko (1) =) (1) + 2 (1) (16)
where qli(t):Z?—((tt)) for i=0,1,....n—1.

The variables g; () are determined similarly to ;(¢) as the solution to differential equation (16)

oy (t
with the input signal i ( ) , and their derivatives as output coordinates of LTI systems.
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Fig. 2. Block diagram of the measuring transducer with self-adjusting according
to the dynamic error parameters

Designed on the basis of equations (12)—(16) shown in Fig. 2 the block diagram of the measuring
transducer with self-adjusting according to the dynamic error parameters demonstrates all important
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relations, when the measuring transducer is implemented in the analog form. Moreover, it can be consi-
dered as the structural representation of the differential equations which are necessary to be numerically
integrated, when the measuring transducer is implemented as a program of the sensor signal digital
processing.

2. Dynamic model of measuring system with sensor model in sliding mode

In A.L. Shestakov's papers [7—11], to provide the proximity of the sensor described by the TF (1)
and its model output signals, the feedbacks were introduced. It is also possible to provide the proximity
of these signals by introduction a sliding mode into the system. To provide the sliding mode a nonlinear
element (relay with the gain coefficient K) is used. In general, the sensor has the measured state vector

with the measured state coordinates x;, x,, ..., X,, .
The sensor described by the TF (1) is presented by the following differential equations:
Xl = X2,
X'Z = X3 5
x,=U—apx;—aixy —...—a,x, —...—a,_;X,, 17)
]
q 0 0 0 .
_ — 10 0 0
Y=C-X= X, |
0 0 ¢,; O .
0 0 0 ¢,
L xn .
where U is the sensor input, Y is the sensor outputs vector of dimension mxn ; ay, ay,...,a,,...,a,_;,
by and c,...,c, are constant coefficients; X is the state coordinates vector of the sensor;
X|5Xy,...5 X, ..., X, are sensor state variables; C is the diagonal matrix of the sensor output signals

coefficients. In some cases there exists a possibility of the data obtaining about some part of the sensor
state variables. Then, for the measurable state coordinates the coefficients are ¢; #0 for i=1,...,m and
m < n, and for unmeasurable state coordinates the coefficients are ¢; =0 for i=m+1,...,n. In general,
the possibility to measure the full vector of the sensor states parameters (X , i.e. coefficients ¢, #0 for
i=1,...,n) is meant.

Suppose, as in the measuring transducer considered above, differential equations of the sensor model
are identical to differential equations of the sensor:

XM = Xouo
Xomr = Xm0
X =Uy =Xy = Xgpg ==y Xppg == Ay 1 Xy (18)
X,
1M
aq 0 0 0 .
_ — 0 0
YM = C . XM = me s
0 0 ¢,y .
0 0 0 ¢,
_ng i

where U,, is the sensor model input; 7M is the sensor model outputs vector of dimension mxn ;

X, is the state coordinates vector of the sensor model; X3, X)47»-++» Xpyps»---» X,y are the sensor model
state variables.
For the sliding mode implementation the following sliding surfaces are chosen:

S=C-X-C-X;,;,=C-(X-X,,). (19)
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While moving in the sliding mode (S = 0) the sensor outputs vector ¥ and the senor model outputs
vector ¥, v are equal. As long as the sensor and its model are described by the identical differential equa-
tions, their input signals will be equal too (U =U,, ). This makes it possible to evaluate the measured

signal U by the sensor model signal U,, .
The block diagram of the measuring transducer is shown in Fig. 3.

[« :

Model of a Sensor:

Fig. 3. Block diagram of the measuring transducer

If the sliding surfaces are [24] S =C-(X - X ) =0, then the following equality holds:
X=X,. (20)
Thus, state coordinates of the sensor and the sensor model are equal correspondingly x; =x;,,

xZ =x2M 5 seey xn =ng.
On the basis of the following difference derived from equations (17) and (18):

X, =X =U-Uy +a0(x1 —le)+a1 (xz —sz)+...+am(xm —me)+...+an_1 (xn —ng),
and the equality of state coordinates, the following equation is obtained:

U-U, =0. (21)

Thus, the usage of the sliding surface vector and achievement of the sliding mode appearance in
the system provide the equality of output and input signals of the measuring transducer. However, in real
measuring systems there exists no possibility to observe the majority of the sensor state coordinates.
Besides, even there exists the information about the majority of the state coordinates, it is impossible to
achieve the sliding mode on all the sliding surfaces as long as a large number of the closed nonlinear
contours occur in the system, which self-oscillations can cause difficulties in the sliding mode imple-
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mentation and they can even lead to the exit from this mode. Therefore, it is appropriate to use only
the dominant of the measurable sensor state coordinates (having the greatest value i, for which ¢; #0).
Consider a special case of the measuring transducer synthesis with the usage of the dominant of
the measurable sensor state coordinates. Suppose the dominant measurable sensor state coordinate is x,, ,
for which ¢,, #0 and c,,,; =0.
The sensor is described similar to equation (27) except for measured output signals:

X =X,

Xy = X3,

' (22)
x,=U—ayx;—aixy —...—a,x, —...—a,_;X,,

Y = [xlc1 Xy 1Cel XmCom ]T

Then, the equations for the sensor model will take the following form:

Xy = X

Xom = X305

' (23)
X =Up —QoXipy — GXopr — o= QuXpprg — oo~ Q1 Xpas s

Yy, = [lecl Xty Cmo1 - X O }T .

For the sliding mode implementation the following sliding surfaces are chosen:

Sz(xmcm —mecm)z(xm —me)cm. (24)

The block diagram of the measuring transducer with the measurable coordinate x,, is shown in Fig. 4.

by 0

Sensor

Fig. 4. Block diagram of the measuring transducer with the measurable coordinate X,
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If the sliding surface is S =(x,, —x,,,, )¢,, =0, then the coordinates equality x,, =x,,,, holds.

On the basis of the following difference derived from equations (22) and (23):
and the equality of state coordinates x,, = x,,,, , the following equation is obtained:

u-U,, =0. (26)

Thus, the usage of the sliding surface (24) and achievement of the sliding mode appearance in
the system provide the equality of output and input signals of the measuring transducer.

The sliding mode is accompanied by high-frequency noises; therefore it is necessary to filter
the wanted signal. The issues of the filtration will be considered in subsequent papers.

In practice there exists no possibility to get the additional state coordinates from the majority of

the sensors. The measured signal in such cases is the sensor output signal Y .
Suppose the sensor is described by the following differential equations:

X =X,
X =3,
) (27)
X, =U—-ayx; —ajx, —...—a,_;x,,
Y =xby +x,0, +...+x,b,,
where U and Y are the sensor input and output signals; ay, a,,...,a,_; and by, b, ..., b, are constant

coefficients; x, x,,..., X, are sensor state variables.

Similarly to the previous cases the differential equations of the sensor model are identical to the dif-
ferential equations of the sensor (27):

Xiv = Xours
Xom = X3u5
' (28)
Xape =Uy = GoXiyy = @Xops = o=y Xy
Yy =x0bo + Xopeby + oo X000
where U,, and Y;, are input and output signals of the sensor model; a,a,,...,a,_, and by, b,,..., b,

are constant coefficients; x;;,, Xy,/,..., X, are sensor model state variables.

For the sliding mode implementation the following sliding surface is chosen:

S=Y-Y,. (29)

When moving in the sliding mode (S =0) the sensor output signal ¥ and the sensor model output
signal Y), are equal. As long as the sensor and its model are described with the identical differential
equations, input and output signals are also equal (U =U,,).This makes it possible to evaluate
the measured signal U by the sensor model signal U, .

The sliding mode is implemented by meeting the following conditions [24]: when § >0, the deri-

vative Smust be negative (S <0) and when S <0, the derivative Smust be positive. According to
the value of S:

S=Y-Y,. (30)

As a result of the derivatives ¥ and Y, y from (27) and (28) to (30) substitution the following equa-
tion holds:

S =dyby +xyhy +... 4 X, b, —Xyasbo = XongBy == Xyus Dy - (31)

On the basis of the suggested sliding surface a measuring transducer is developed. The block dia-
gram of the measuring transducer is shown in Fig. 5. To provide the sliding surface (S =0) the sensor
and the corrector with the sensor model in its structure are used in the block diagram proposed.
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yM

Model of a Sensor

Fig. 5. Block diagram of the measuring transducer in the sliding mode
without the measurable sensor state coordinates

The corrector in this case serves as a tracing system which whenS =Y —Y;, <Oreduces Y,, ensuring
S>0and when S=Y -V, v >0 increases Y, , approximating the difference to zero, ensuring S$<0.Asare-
sult ¥, tendsto Y and U,, tendsto U . Terms of regularization are included in the structure of the mea-
suring system. This is the main idea of the measuring transducer in the sliding mode construction.

In the proposed block diagram a non-linear element such as a relay with the input signal S=Y -7,
is used for the sliding mode occurrence. The gain coefficient K that affects both the signal amplitude at
the relay output and the relay switching frequency was introduced after the non-liner element. With the in-
crease of the coefficient K the switching frequency of the relay element also increases. Therefore, it is
necessary to choose the coefficient K so that the high-frequency oscillations range lies outside the main
signal spectrum. Moreover, at the relay element output high-frequency components emerge. This dis-
torts the measured signal. Therefore, for the efficient recovery of the sensor input signal, it is necessary
to set the low-pass filter after the relay element and the gain coefficient K .

It should be noted that in a closed circuit with the sensor model and the nonlinear element self-
oscillations can occur. As a result there exists a mismatch at the relay element input that leads to the exit
from the sliding mode.

3. Neural network dynamic model of sensor
The discrete analog of the continuous TF (4) is represented in the following general form:
-1 -2 —n+1 _
W, (z)= Y(z) _BotBirz 4By z AP "B,z " (32)

S n+ ?

U(z) l1-ay-z'—0y-z2 =m0, -z " —a, 27"
where U(z) and Y(z) are z-transformations of the sensor input and output signals; B; and o; are

coefficients depending on the sensor TF (4) parameters and the sampling period 7 for i=0,1,...,n and
j=L2,..,n.
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The difference equation corresponding to the discrete TF (4) of the sensor is as follows:
y(k) =20 w(k=j) =2 B -u(k—i), (33)
j=1 i=0

where u(k) and y(k) are samples of the sensor input and output signals at discrete times #, =k-T for
k=0,1,2,...

The relationship between the output and input of the discrete sensor model is described by the fol-
lowing recurrence equation derived from the last one:

V() =SB u(k—i)+ e, p(k-J). (34)
i=0 =

The parameters of the discrete model (32) is determined on the basis of the linear artificial neural
network (ANN) sensor model. The block diagram of the general ANN sensor model is shown in Fig. 6.
The model specified is the ANN that in its turn is the recurrent dynamic perceptron with the linear acti-
vation function f, and the zero bias.

. (k=n)
Vn
u(k) u(k) y (k) Y (k)
i Wy 74 >
—1 n *
Z Sy (k)
u(k—1)
> W
A 4
7!
u(k—2)
> W
\ 4
77!
| u(k—n)
> w,
L o o e e e |
Fig. 6. Block diagram of the general ANN sensor model
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The recurrence equation that determines the relationship between input and output of the ANN sen-
sor model is as follows

¥ ()= 3w ulk=1)+ 3w, 5" (k= 7). (9)
i=0 Jj=1

where u(k) and y° (k) are samples of the sensor input signal and the output signal of the ANN sensor
model at discrete times ¢, =k-T for k=0,1,2,...; w; and v, are adjustable coefficients (weights) of

J
the ANN sensor model for i =0,1,...,n and j=1,2,...,n.

By means of an appropriate procedure of the input and target training sets formation that reflects
the relationship between the input and output of the discrete sensor model, the parameters (weights) of
the ANN sensor model can be adjusted during the training process so that the samples of the ANN sen-
sor model output will be equal to the corresponding discrete samples of the sensor output signal for a
given level of the accuracy (that does not exceed the machine accuracy of calculations and rounding of
the intermediate results). Meanwhile, the indicated possibility follows from the linearity and the com-

pliance of the discrete and the ANN models of the sensor. Indeed, if y*(k) =y(k) for k=0,1,2,...,
then from equations (34) and (35) the following equality holds:

Scu(k-i)+ e, y(k-j) =3 w ulk—i)+ v, (k- j). (36)
i=0 J=1 i=0 j=1

As a result of the last expression transformation, the following equality holds:
n

n
> (B —w) u(k=i)+ (o ~v;) y(k~j)=0. 37)
i=0 j=l
Provided the sensor input is nonzero, the last equality becomes the identity only when 3; =w; for
i=0,1,..,n and a;=v; for j=1,2,...,n.

Thus, if as a result of the ANN sensor model training, samples of its output signal are equal to
the corresponding samples of the output signal of the sensor with the TF (1), then the values of adjusted
parameters of the ANN model will be the values of the sensor discrete model (32) parameters. There-
fore, it is appropriate to choose the error function between the target and the actual output of the ANN
sensor model as the criterion of the model under consideration training.

The discussed above approach to the ANN sensor model creation can be used for the solution to
the problem of the dynamic measurement error correction caused by the sensor described by the TF (1)
inertia. Then, this problem is formulated as the problem of the dynamically distorted sensor input signal
recovery on the basis of the respective samples of its output signal.

Taking into account this statement it is necessary on the basis of the ANN sensor model to create the ANN
inverse sensor model. This ANN inverse sensor model should provide the recovery of the dynamically
distorted sensor input signal, i.e. implement the inverse relationship between the sensor input and output.

Consider the discrete model described by the TF (32) in order to obtain the structure of the genera-
lized ANN inverse sensor model. This TF can be represented in the inverse form as follows:

W*l(z): U(Z) :[BO +B1 71 +B2 .72 +"-+Bn—l o +Bn o jl

Y(z) (l-oy-z' =0y 22 =m0, - 2" —a, - 2"
I B B S s B
Moo st —m 2 0, By B B T By Bo — _
By 4Bz 4Py i AP, 2B, 2 1 Po B o B e By -
BO BO BO BO

1+(—%J-z“ J{—%J-z‘z +...+[—a”“}-z‘”” +(—a”j-z‘”
_Bo Bo Bo Po Bo . (38)
Po Bo Bo Bo
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After introduction of the following notation: p, = —L s W= % and A; = —& for i=1,2,...,n,
Bo Bo Po
the last equation is represented as follows:
-1 ) —n+l _
W;l(z): U(z) _ Mot iy -z1 +1, -22 otz ";’ +u, -z " (39)
Y(z) 1=zl =zt o=k, oz, 2"

The difference equation corresponding to the inverse discrete TF (39) of the sensor is as follows:
u(k) =20 u(k=j)=2p - y(k=i). (40)
j=1 i=0

The relationship between the input and output of the inverse discrete sensor model is as the following
recurrence equation derived from the last one:

u(k):ipi-y(k—i)+ikjou(k—j). 1)

The structure of equation (41) is similar to the structure of equation (34) for the direct discrete sen-
sor model. Therefore the structure of the ANN inverse sensor model will also be the same as the struc-
ture of the ANN direct sensor model.

y(k) y(k) u' (k) u'(k)
i wh 74 >
z' JAON(3)
y(k=1)
> w ’1
Zf 1
w(k=2)
> w'

Fig. 7. Block diagram of the general ANN inverse sensor model
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The block diagram of the general ANN inverse sensor model is shown in Fig. 7. This model is
the ANN that is the recurrent dynamic perceptron with the linear activation function f, and the zero

bias. The structure of this model completely corresponds to recurrence equation (41). The recurrence
equation for the ANN inverse sensor model is as follows:

Zwy—l Zvuk] (42)

where u (k) are samples of the sensor output signal and the output signal of the ANN inverse sensor
model at discrete times ¢, =k-T for k=0,1,2,...; w/ and v} are weighs of the generalized ANN sen-
sor model for i =0,1,...,n and j=1,2,...n

The criterion for the ANN inverse sensor model training as in the case of the ANN sensor model
training is the minimum of the training error represented as the standard deviation between the target
and actual outputs of the ANN inverse sensor model. Obviously, both in the criterion and in the training

procedure of the ANN inverse sensor model it is necessary to swap the input and target training sets to-
wards the criterion and the training procedure of the ANN sensor model.

Conclusion

Three general approaches to the dynamic measurement error correction based on the sensor model
are described. The first approach implements the adaptive control method, the second one is based on
the method of the sliding mode control, and the third one uses the neural network control method.

These approaches provide correction of the dynamic measurement error component caused by
the inertia of the primary measuring transducer.

In addition, the vital issue in the problem of the total dynamic measurement error correction is
the cancellation of random high-frequency noises at the sensor output during the process of its input sig-
nal recovery, as well as the issues of the considered models sustainability in case of the high-ordered
transfer function of the primary measuring transducer. These problems are solved by the additional fil-
tration of the signal recovered and the reduction of the sensor model order.

Different ways of solution to problems indicated on the basis of proposed three general approaches
to the dynamic measurement error correction will be considered in subsequent papers.
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OBOBLEHHBIE CITOCOBbI KOPPEKLIMU 3
ANHAMUYECKOMU NOINrPEWLIHOCTUA USMEPEHUU
HA OCHOBE MOOEJIN OATHUKA

E.B. Opacoea, M.H. bu3ssiee, A.C. BosiocHukoe
HOxHo-Ypanbckul eocydapcmeeHHbil yHUsepcumem, 2. YensabuHck

IIpeameToM uccne0BaHUS ABISIOTCS U3MEPUTEIbHBIE CHCTEMBI U MIEPBUYHBIE U3MEPHUTENIBHBIE
npeoOpa3oBaTeny, (yHKINOHUPYIOIINE B ANHAMUYECKOM pexuMe. Llenpro uccnenoBanus SBIseTCs
YMEHBIICHHE JUHAMHYECKOW IOTPENIHOCTH W3MEpeHUH, OO0YCIIOBICHHONH HWHEPIMOHHOCTHIO Iep-
BUYHOTO M3MEPUTEIBHOTO NMpeodpa3oBarTesisi U CIy4aiHbIMUA BHICOKOYACTOTHBIMU LITYMaMH U ITOMe-
XaMH, NPUCYTCTBYIOIIMMH Ha €ro BBIXoJe. PaccMOTpeHbI Tpu 000OIIEHHBIX criocoba KOppEeKIuH
JTUHAMHUYECKOHN MOTPEUIHOCTH HU3MEPEHHUH, 0a3upyIONINXCs HAa CTPYKType OTUHAMUYECKON H3MEpH-
TENBHOM CHCTEMBI C AUHAMHYECKOW MOJIENbIO IIEPBUYHOTO U3MEPHUTEIBHOTO peodpazoBaTeis (aat-
ynka) [lepBbIil U3 HUX peaTu3yeT METOA aJalTHBHOTO YIPABICHHS MapaMeTpaMH H3MEpUTEIbHOM
CHCTEMBI, BTOPOH — METOJ CKOJB3AIMMX PEKUMOB B AMHAMHUYECKUX HU3MEPUTEIBHBIX CHUCTEMaxX U
TpeTuit — HeHpoceTeBO MeToA. YKa3aHHbIE MOIXOAbl Oa3HPYIOTCA HA IMPUHIUIAX KIACCUYECKON U
COBPEMEHHOW TEOPHUH aBTOMAaTHYECKOTO YIPaBJICHUS M 00ECIIeUNBAIOT KOPPEKLHUIO THHAMHYECKOH
MOTPENIHOCTH U3MEPEHUN ITyTEM BOCCTAHOBIEHHS BXOJHOIO CHI'Haja EPBUYHOIO U3MEPUTEIHLHOIO
npeoOpa3oBaTessi, YTO paHee B KIIACCHYECKOW ITOCTAHOBKE TPeOOBAJO PEIICHMS HWHTETPAIbHOTO
YpaBHEHUsI THIIA CBEPTKH M MCIIOIB30BaHMs 00paTHOTO npeodpazoBanust Oypsee.

Kniouesvie cnosa: meopus asmomamuuecko2o ynpasienus, OuHamuiecKue usmepenus, OuHamu-
yeckasi NOZPeuHOCHb UMepeHUll, OUHAMUYECcKas MoOenb Oamuuka, aoanmueHoe YnpasieHue,
CKOMb3AWULL PEdHCUM, HelPOCemesasi MOOeb.
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