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In this paper, we adopted a linear combination of normalized partial criteria from the publicly
available statistical data as the assessment of the social resource development. We have shown the
stability of their ranking to the small possible errors of the expert determination of ranks. We dem-
onstrated impossibility of applying traditional econometric models to solve this task. We developed
a model based on the second order regression differential equation allowing predict consequences of
solutions on the development of the social resource in a tactical perspective. The peculiarity of this
model is in use of the publicly available statistical factors, for which we determined their relative
importance, coefficients of mutual influence, best approximation between values of the annual statis-
tical series and other adaptation model parameters. We determined positive and negative forecast
areas and gave recommendations for improvement of the social resource dynamics.
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1. Introduction

Social resource (SR) is a totality of real or potential population resources determining the nature of
social interactions, relationships and associations of people in socio-economic processes. Its existance
and degree of development allow to carry out social and economic opportunities of any society, territo-
ry, or economic region. Forecast of SR dynamics is the basis for decision-making on development of
social and economic opportunities of any society, including any region of the Russian Federation.

For example in conditions of the Perm region (Russian Federation) population of which has been
slowly decreasing since 1990s, the question of provision of the region enterprises, social and public
spheres with demographic, labor, educational, intellectual and cultural potential looks the live issue to-
day. At present it acquires special urgency in several territorial-industrial complexes (TIC) of the region,
where urbanization level is high, but at the same time the need in the SR upgrade exists. In particular, in
Verkhnekamye (formed by Berezniki, Usolye and Solikamsk) there are several large enterprises and
branch infrastructure that are currently beign developed and already face tasks with SR provision.
To manage such TIC it is highly important to have the possibility of simulating and forecasting the SR
dynamics. The same task is topical for enterprises and organizations, deprived of access to the protected
data of the Ministry of Economic Development. They are able to use only open statistical data with its
well-known disadvantages. Therefore, the objective of SR modeling, in the Perm Territory including,
appears practicably significant and relevant.

Among the preliminary assessments of the solution quality on the development of socio-economic
systems is mathematical simulation of their consequences with application of analytical models or spe-
cial software. Having obvious disadvantages, these approaches however allow to estimate numerious
management solutions for development of socio-economic system, and select the optimal or best one.

2. Review of the task and used econometric models
The most common regression economic and mathematical models, also used for the forecast pur-
poses, are dynamics models of the following type:

y(x(0).2(0).1) = a0 + X a; (1) + 2 bz, (1),

where ;c(t)z{xl (t),x2 (t),} — the factor vector, 2(1‘)={Zl(z‘),z2 (t),} — the disturbance vector,

y() —response of the studied object. As an option, the following models are applied:
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y(;c(t),g(t),t) =aq, +Haixl- (t) +Hbjzj (Z)
i J
or, for the functions of one variable:

y(x(t),z(t),t) =a,+ Zaix(t)i + ijz(t)j

or the time series model in the form of y Zat Such models are also used as a basis for PhD
i=0
theses: [5, 11, etc.]. These models may be simply “read”, for example, as follows: if you invest in

the company (industry) according to chart xl(t) , at the output you will obtain the net present value
(or other indicator of the economic efficiency) y(x1 (t),z1 (z‘)) , taking into account demand for the pro-
ducts (disturbance effect) z, (). Further we usually mind identification of @; and b ; » the responses ex-
pressed by function £ ( y) , if more precisely:

y(?c(t),%(t)):ao +Zaixl-(t)+2bjzj (z)—F(y(}(z),Z(t)))
etc. At this, there is a taclitly accepteﬁi assumption that a direct link between the factor and the value

of the response exists, and the only dynamic element in the model is the delay time (for example, in

the following type models y( ) ay + Zalxl

However, such assumption is not always close to reality. For example, if you manure your field ac-
cording to the certain rules, you can get a crop growth (and future economic or social bonuses). That is,

on the basis of several observations it is well known that the amount of fertilizers x, (t) applied in
the right time ¢ accelerates the crop growth in some period of fertilizer application:
6y(x, z,t)

o R ay + alx(t)

V10 <x(t) < Xpax
and the decrease in the precipitation amount in certain circumstances, reduces the growth rate:
ov(.2(0).)

ot

, a4, >0,

~a,+bz(t
o +helt) , b >0, Vi:z(1)<0.

min =

Ytz < Z(t) < Zax
For complex systems, especially those which take into account the natural processes, the regression
identification of correlation between y(¢) and x;(¢) without strong evidence of their mutual indepen-

dence leads to generation of “parrot models” [9]. These models adequately interpolate the past, but are
not able to forecast the future, that is, in fact, required for building the models of decision-making sup-
port.

They also include attempts to extrapolate y(t) according to the time series (trends), especially

when mind errors or unobservable external disturbances.

The question arises: what should be identified when building a dynamic economic and mathemati-
cal model: correlation between the factor and the response or correlation between the factor and the dy-
namics of changes in the response under the influence of this factor? At the level of general scientific
reasoning, we can conclude that in some econometric models it is better to use differential equations as
the platform, at least on the basis of an ordinary differential equation (ODE) of the 1* order with corres-
ponding Cauchy task

dy(t
——aO+Za x +aN+l y(t)zf(y(t),x(t),t) 0
¥(0)=

that has obvious advantages compared to algebraic equations of the system dynamics:
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1) natural description of positive and negative changes in the dynamics as a result of the impact;

2) possibility of getting asymptotic solutions.

However, the econometric models based on differential equations are often complicated in their ful-
fillment, and what is more important, they do not allow to apply publicly available statistical data
to forecast the object development. Many models artificially impose restrictions on the function form in
the right side as a result of the deep analysis of the subject area. For example, work [3] proposes
the model of the following type:

dy . _
A
where f;"is the right side of the equation and includes all factors leading to the growth of variable y,

and f;  includes all factors leading to decrease of the variable. The summands of the right formula side

are presented as a product of functions depending only on the pre-identified factors. The authors explain
this limitation by the fact that the simulating objective is simplified. However, it is necessary to priorly
determine what factors lead to the reaction growth, what factors lead to the reaction decrease; how these
factors can be presented in the form of products, etc. The authors of this work, as in [10], were interested
in the global trends, emergence of bifurcations in the socio-economic system and their use in the control
purposes, but not in “operational” tactical management of the territory, though based on its long-term
prosperity. Therefore, this model is convenient for further analyzes but has a number of constraints, and
cannot be considered as the best model for a number of complex economic systems, including simula-
tion of the SR.

This model is similar to the model of world dynamics by Forrester [2], successfully describing
asymptotic approximations based on the differential analyzer, which is actually the differential equa-
tion (1). But for adjustment of the latter, significantly voluminous data are needed (the author used
the data of 1900—1970 period), and their reliability is under serious doubt. Such high demand to the data
may result from the fact that the system consisting of 5 differential equations describing the global
processes is applied, and these equations are mutually correlated. The author concludes that his long-
term forecast until 2100 is not actual, since it is impossible to take into account all changes taking place
as a result of technical and technological progress, so the conclusions stemming from his model bear
rather qualitative character. They allowed us distinguish global cycles in the economy, general trends,
etc. But at the level of regional economics management such data is generally not available, and forecast
of events for the further 130 years is not required.

Many authors proposes differential econometric models, the selection of factors in which is also re-
sulted from the deep analysis of the production processes and correlation between aggregated variables
(such as production volume, cost of the main business assets and their growth rates, gross and net profit,
amount of tax deductions, etc.). Since when building the mathematical model of the regional SR deve-
lopment it is impossible (or very difficult) to investigate preliminary the underlying processes, to deter-
mine the correlation between the factors which data is available, this approach is not acceptable. Speak-
ing properly, this is the set task: to create a model identificating which it will become obvious what fac-
tors influence positively, what factors influence negatively, and influence of what factors can be neg-
lected at all.

We believe reasonable to consider the traditional approach of the regression analysis when only
the model configuration is predetermined (in this case, the form and the order of the differential equa-
tion), but any assumptions on the importance, correlation of the factors etc. are not made. We would like
to receive very simple instrument such as regression multifactor model, which has no serious tasks of
identification, but at the same time it is free of the above mentioned drawbacks.

The differential models in ecology and economy have been applied for a long time. For example,
work [4] formulates the model of ecological balance

y(x,3.1)

5 =y-»>—x(t)y

0<x(r)<1’ @)
corresponding in its form to (1) that is close both to the earning capacity (defined here by the catch quota
x(t)) and the disasters in population development, which will be considered later in the book. Work [6]
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clarifies forecast attempt according to the noise model (2) with the help of trends and models such as (1).
It is concluded that in this particular case, the model based on regression of differential equations is
more adequate. The failed attempts described in this work do not prove the impossibility of successful
approximations and extrapolation of the time trends in ecological-economic simulating with application
of traditional and widely used methods, but illustrate the advantages of applying the ODE models as
a basis. However, the model is a priori based on the first order differential equation. It’s not surprising
then that predictive models based on the polynomials bring are worse than the ODE based models.
However this conclusion can not be considered as definitively proving the superiority of the ODE based
models over the ordinary regression models.

To achieve objectives set in the introduction it is necessary to solve two tasks: to get a generalized
criterion for assessing the system quality that would be stable both for errors of experts and initial data
errors (for example, as a linear combination of partial criteria), and to build an econometric regression
system model based on the regression differential equation.

3. Building the quality criterion

The following statistical indicators of the SR assessment were selected among presented on
the web-site of the Perm branch of the Federal State Statistics Service. In our opinion, they are relevant
or may become relevant to this subject area:

1) y; population size (thousand people);

2) y, age composition of population (%);

3) y; crude birth rate (per thousand people);

4) y, crude death rate (per thousand people);

5) ys number of theatergoers (per 1,000 persons);

6) ys number of economically active population (thousand people);

7) y; number of unemployed people (thousand people);

8) ys number of graduates having secondary vocational education (persons);

9) yo number of graduates having higher professional education (persons).

For elimination of the influence of indicator dimensionality their values were normalized according
to the standard formula

Y~ mi.nyl. (tj)
()= -
max (tj ) —min y; (tj
J J

) 3)
)

where j/l. (tj ) € [0,1] is normalized value, V; (tj) is the original value of the i-th partial criteria in the j-th

year, j=1,12 j =1,12, where in 2000, = 1.

The traditional approaches to the assessment of such systems are the following:

1. SR decomposition into units and levels — the integrated indicator of the quality based on as-
sessment of these units.

2. Indirect SR assessment according to the well-known (well-established, long-standing) indicators
such as the Human Development Index (HDI). As a rule, such approaches are not proved by anything
except for the views of their authors and elementary checks.

3. SR assessment depending on directly measured (and partially publicly available) statistical data.
In this case, as well as in the previous position, the SR assessment is a linear combination of partial as-
sessments with empirically (expert) determined coefficients.

For all these approaches, the final assessment is a linear convolution of partial criteria y;

N
y= 2 oy, 4)
i=1
where o; >0 is the weighting value of the indicator.

There also exists the task of determining the weighting coefficients of the partial criteria in (4).

The generally accepted approach is when the expert opinions, or additional information determine

104 Bulletin of the South Ural State University. Ser. Computer Technologies, Automatic Control, Radio Electronics.
2016, vol. 16, no. 2, pp. 101-115



3amoHckuli A.B., CaghbsiHoga T.B. YnpaeneHue duHaMukol pe2uoHasibHO20 COyuasibHO20 pecypca
Ha ocHoge pe2pecCUOHHO-OughghepeHyuarIbHO20 MoOOesIupPo8aHUs!

the ranks of private criteria significance R;, while the lower rank values correspond to the higher criteria
significance. For example, a simple formula meets these requirements

o=Vt )

Since selection of the particular criteria among the available was rather optional, we used the stan-
dard methods to assess its admissibility. One of the methods to check independence of samples

Vi ={Vkt> Vias -+ os yku} and y,, is calculation of their pair correlation R(yy,,,) that can be obtained
9!
——=36
21(9-2)!
combinations. At first glance, the results of calculation show that some particular criteria under No. 1, 2,
3, 4, 8, 9 should be excluded from consideration. In particular, exclusion of criterion y, supposedly gives

using function CORREL in MS Excel. Having made this calculation, we received Clzz =

the opportunity not to consider R( Vs yz) and R( Vs, y3) ; the same can be said about criteria No. 3 that

has two correlations with greater value. Further selecting the optimal criteria ranking we will check if
assumption about the influence of pair correlation on SR assessment is confirmed or not.

Selection of weighting coefficients by expert examination method has significant disadvantages.
Despite the use of different methods of the expert examination theory in order to exclude subjectivity of
the experts (calculation of correlation, concordance of opinions, etc.) it is always impossible to eliminate
completely the possibility of incorrect expertise. Actually, it is typical for the nature of the examination,
when the expertise organizer voluntarily or not selects those experts, among all, who can provide ranking
satisfactory for him. Therefore, we would like to have some sort of evaluation criteria for ranking that
does not depend on the expert selection, on method of processing individual rankings, etc. In a random
case there may not be such criterion, but the following can be proposed in relation to SR. The social sys-
tem with a large number of people under the influence of any factors (excluding global disturbances
such as war, resettlement or pestilence) can not be changed quickly. During the last 20 years population
of the Perm territory has been changing slowly and not significantly, there was no mass inflow or out-
flow of non-recurrent specialists, other disturbances mentioned above did not take place either, so it
makes sense to hypothesize that evaluation of the territorial SR shall also change smoothly. That means,
the best ranking should be the one which gives the assessment minimum

ai:S:Z(yjH—yj)z—)min. (6)
J

For selection of rankings ensuring the smoothest change in SR assessment, we created MS Excel
spreadsheet with criterial data and developed a special VBA-program providing us with complete enu-
meration of all ranks permutations for all partial criteria by Fisher-Yates method [1], as there are rela-
tively few criteria (N =9 ) and permutations N!=9!~3,6-10° . With more private criteria we will have
to use more effective enumerative methods, for example, cutting off repeated enumerations in case of
a; =o; with i j. For each enumeration we have calculated S according to (6) for selecting the best
ranking.

This method gave us the following rankings:

e full rankings (123 ... 9) where all original private criteria are saved;

e partial rankings (123 ...) where we assumed that 1, 2 or 3 private criteria can be discarded, and
solved the task of finding the discarded private criteria;

e complete rankings like 111222333 and 112233444 where we have suggested that some private
criteria may have the same importance (and hence the same weighting coefficients o, in formula 4).

The smallest value of non-smoothness S was obtained at ranking 120406035, the chart of the SR as-
sessment dependence on the year number is shown in Fig. 1. The same figure shows the trends of
changes in the SR assessment with other similar criteria rankings. Obviously, the ranking 120406035
(the lower solid line) is really the best in terms of smoothness assessment.

The smoothness of the criteria ranking is caused by the nature of the system development that “can
not” (excluding the fluctuating shifts) be changed rapidly. The optimal ranking does not contradict to
the common sense (expert estimations) as the highest ranks in it belong to the population size (the SR
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base), the age composition of population (i.e. its ability to act as SR) and the number of graduates with
the secondary vocational education (the indicator common for supply of workers for the Perm territory
enterprises). For example, at the beginning of 2000s, the territorial economy grew actively, and signifi-
cant increase in revenue brought by the enterprises took place, which resulted in the level of GRP (large-
ly owing to the favorable economic situation). The consequences resulted in growth of tax revenues, as
well as increase in gross regional product per capita (revenue growth). At the same time, 2008—2010s
were characterized by “failures” in the economy, we could observe the impact of the global economic
crisis — the price drop for the exported resources, and as a result, decline in investments into the SR de-
velopment, as well as the reduction of the real income of the population. However, such reduction was
short-lived. This is largely due to the rapid restoration of the previous level of prices for the resource
component, as well as the policies pursued by the state government in terms of the investment support of
the real sector.

y(t)
4
i —— 120406035
. —— 120306745
N - - —127306845
3 S — 128397546
g— - ~ 114244323
- . B 113132223
2,5
2
1,5
1
0,5
U T T T T T T T T T T 1

2000 2001 2002 2003 2004 2005 20060 2007 2008 2009 2010 2011

Fig. 1. Changes in the criteria of the SR assessment on the annual basis
with various rankings of private criteria

Trend in Fig. 1 probably shows the Russian nationwide trend of the social resources quality drop by
reducing the population size (for the Perm Territory — from 2,869 thousand people in 2000 to 2,651
thousand people in 2011) and for the reason of changes in its qualitative composition. Indeed, this as-
sumption is more justified than the periodic assessment growth in 2002—-2003 and 2010-2011 that would
be given by ranking 120406035 and others. If the SR assessment growth in 2002—-2003 can be explained
by some aftereffects of the Soviet Union, the new significant (by 11 %) increase in the assessment in
2010 is unlikely to have any rational explanation.

4. Development of the differential regression model of the regional natural resources potential
The factors affecting the SR development which are characterized by the publicly available data, in-
clude the following:
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1) x, rate of the positive migration balance;

2) x, GRP per capita;

3) x; residential area per inhabitant;

4) x4 commissioning of the dwelling houses per 1,000 people;

5) x5 share of the dwelling houses constructed by the population at their own expense,%;

6) x¢ per capita income of the population;

7) x7 average monthly nominal salary;

8) x5 deposits in Sberbank, at the beginning of the year;

9) xy average amount of pensions;

10) x1o amount of hospital beds;

11) x;; number of reported crimes per 100 thousand people;

12) x;, emissions of pollutants into the atmosphere;

13) x,; amount of the fixed assets at the end of the year;

14) x4 retail trade turnover per capita.

Typically, the basis for regression differential simulation is an ordinary first order differential equa-
tion of the following type:

%=ao+iaixi(t)+b-y(t), ”
=)

where a; and b are coefficients of factor influence and system response to the dynamics of changes. Fur-
ther the minimization of the square deviation of the calculated value y(z,)from the criteria y,,. (#;)

values known at the nodes of the annual series

S= Z( Ve (1)) )

determmes the coefficients of equation (1) that is integrated within the annual series or forecasting time-
frame by the modified Euler 1* order method. The task of minimizing (8) can be solved by any means of
optimization, for example, by coordinate-wise or gradient descent. The peculiarity of the author's ap-
proach is that the publicly available annual series of statistical data is used as the basis of the model.

It is assumed as a prerequisite condition of the forecasting capability that the model should be able
to make post-forecast at least for the last year, if coefficients of the model are obtained from the data of
the previous years and the value of the response, a little different from the known one, is calculated on
the basis of the well-known values of factors. Reduction of the number of “well-known” years allows to
determine the allowable forecasting time-frame in the first approximation.

If you are not limited to the first order ODE, it is possible to use the higher orders of the regression
differential simulation

n n—1

M—i—z ; d y( )—a—i-b y(1-19) Zc x(t-1

dt" P dr’

"'iidij -xi(t—ri)-xj(t—rj)+iz:‘fi -[xl-(t—rl-)}z, (9a)

i=1 j=1

where g; is the influence coefficients of the lower derivatives, a is a constant describing the influence of
one n-th derivative response during the trend formation, » is coefficient of “feedback” describing
the impact of the response value on its n-th derivative, ¢; refers to coefficients of factor influence,

d; i+ jare coefficients of the factor mutual influence, f; =d,; — the coefficients of the factor square

influence, t; — the influence delay of i-th factor, 1, — delay in feedback. The regression differential

a(0) . @*v(0) . d"Vy0) .
simulation is supplemented by the initial conditions%: yo,w— y( )— (n1).

In particular, if not take into account the factor feedback delay we obtain the following equation for re-
gression differential simulation on the basis of the 2™ order
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y"(z)+g'y'(t)=a+b-y(f)+§cf'xi(‘)+

m m

+ 2 dy % (1) x; (f)ﬁilfi %7 (9b)

i=1 j=1
used further in this work.

The equation (9b) is solved by the modified Euler method, in this case, providing the design
scheme:

(0)= o,

v'(0)=1'%.

m

atbop(0)+ 36 5 (0)+ 23 dy 3 (1), (1)
FU(t+A0)=y'(1)+ A = == ,

+ifi x0T ~g-»'(1)

m

a+bey(t)+ 36 1)+ 33 dy x, (1), (1)+

i=1 i=1 j=

y(t+Ar)=y'(1)+Ar- ﬂifi-[x,-(t)]z—g'y'(t)wz'(HAt)

y'(t+At)+y'(t)'
2

The standard deviation of this method is checked by solving several test equations and does not ex-
ceed the fractions of a percent. Optimization (4) was performed by the modified method of coordinate-
wise descent and gradient method.

Using described above methods we developed special software that implements the model, numeri-
cal methods and provides us with convenient instruments for study of socio-economic systems, includ-
ing SR. Applying it we checked the forecasting capacity and quality with use of the linear regression
model

y(x(l),t):a0+2alxi(t) (10)

the coefficients of which were found by solution of task (6).

We established the linear interpolation of the factors as common for linear model. As a result, while
setting all 11 known years we get a fairly accurate approximation, but when we reduce the amount of
conventionally known years by 1 year and get a “forecast” for the last year, we get a completely inade-
quate trend of the following type (Fig. 2).

The relative deviation of forecast is 498% with the forecast for 1 year and 754% with forecast for
2 years. Such significant deviation is not acceptable for the practical SR forecast.

The common means of simulating socio-economic systems also include autoregressive models of
different orders

I
yAP(tk)=a0+zai'y(tk—i)’ (11)
-1

y(t+At)=y(t)+At-

and a state space model. Use of these models (Fig. 3) leads to the similar effects: the models approx-
imate the original data very well, but can not forecast SR dynamics. Application of the Kalman adaptive
filter for the state-space models just slightly improves the post-forecast for one year.

The attempt to use the regression differential simulation based on the 1st order ODE leads to similar
effects — forecast for 1 year is rather accurate, whereas increase in the forecasting period up to 2 years
leads to 184 % forecast error which excludes any use of this-type model.
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Fig. 2. Inadequate forecasts according to the data of 7-10 years with application of model (6)
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Fig. 3. The post-forecast results with application of models (7)
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The model selection based on the ODEs of the 2™ and higher orders for describing the complex sys-
tems is caused by the nature of socio-economic system characterized by high response time. However,
integration of the 1* order ODE at any chain approximation of the factors leads to the chain trend and
bounces of the derivative value. This is unacceptable taking into account the SR system properties.
The resulting curve should be smooth and have no breaks. This can be achieved by the following means:

1) interpolation of the SR assessment criterion y, (¢) in the intermediate points by a smooth cu-
bic spline;

2) use of ODE of high (2" and higher) order when the smooth curve is obtained by integrating it,
regardless of the nature of the factor change.

The model based on the 2™ order ODE with the linear approximation of the factors without mutual
interference coefficients makes good approximation of the initial data spline (S = 0.058). However,
when we reduce the duration of the initial data series by one year, we get forecast for the 11" year with
about 17 % deviation.

As the number of “well-known” years is reduced not only to 10, but also to 6 years (Fig. 4)
the forecast quality for the remaining years is rather satisfactory: $<0.001, the forecast relative error

0.3215-0.3121
8y(11) =| 03213 Iz 29%.

y(©®

Initial data
----- Forecast for 6 years

1.2

0.8

Area of initial data

\ - Area of post-forecast -
0.6

0.4

0,2

2000 2002 2004

-0,2

Fig. 4. Trends of initial and forecast data obtained from the regression differential simulation on the basis
of the 2nd order ODE with coefficients obtained by 6 known values of the annual series

Therefore, we can assume that the model based on the 2™ order ODE is more applicable for simu-
lating the development of the regional social resource than the linear model, the state space model and
the regression differential simulation based on the 1* order ODE. Further complication of the model is
not required, as the sufficient forecast quality within a reasonable forecast time-frame is already pro-
vided.
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The study of the resulting model properties has given answers to the questions stated to those who
manage the SR development from the state part.

Question 1. What factors are most important for the SR development, that is, to changes of what
factors the model is most sensitive?

To answer the question we made a slight change in coefficients of the model (by +4 %), while con-
trolling the relative change in the system response.

It was found out that the greatest impact on the development dynamics of the SR system belong to
the factor of “the number of hospital beds” (x;0). This indicator “leads” to many other factors: the num-
ber and area of the hospitals, the average incidence rate, the level of funding the healthcare system, etc.
The regression differential simulation (in contrast to the linear multivariate model) “feels” the impact of
these factor components. The influence of other factors on the response fluctuation is comparable, al-
though factors with large coefficients ¢; have a greater impact than others.

Question 2. What changes in the factors (or combinations thereof) allow to forecast improvement
of the SR development within the operational (4-year) forecast time-frame?

We suppose that the factors will be developed approximately like “they have behaved” over the past
few years. That is, for their forecast we must first:

a) Determine the regression equation of their behavior in the given retrospective view (usually
greater in duration that the forecast time-frame specified above).

b) To calculate their values in future in accordance with equation obtained.

We distinguish three possible factor regression equations.

1. The factor varies quadratically, thatis x(¢)~a+b-t+c-t.

2. The factor varies linearly, that is x(t) ~a+b-t.
3. Both quadratic or linear laws are not acceptable for the factor. For example, the value of the fac-

tor is chaotically changing around some mean value x(¢)= x + Ax . In this case, we assume that this fac-

tor will remain at the level of one of the values within x £ Ax . In particular, you can use the last value of
the annual series.

In order to determine the type of appropriate factor regression we have calculated the linear
correlation coefficient R” that characterizes the proximity of the initial data to the data obtained by

regression. It is assumed that if R* >0.95, the selected type of the regression dependence satisfac-
torily describes the factor behavior in the retrospective. Moreover, since the linear regression is a
special case of quadratic regression, algorithm for selecting the type of regression has the following
form:

1. If for the linear regression R* >0.95, the type of regression is linear.

2. If for the quadratic regression R? >0.95, and for linear regression R” < 0.95, the type of regres-
sion is quadratic.

3. Otherwise, it is necessary to use the last value of the annual row.

Further the factors varied independently and then together in pairs by +5 %. The results of the SR
development forecasts with various independent factor changes are displayed in Fig. 5.

As in case with the study of sensitivity, the factors with small values of their coefficients in
the model have little influence on changes in the forecast scenario for the SR system development.
The greatest influence belong to the factors 2 (GRP per capita), 4 (the number of commissioned dwel-
ling houses), 7 (the average monthly salary) and 9 (average pension). Thus, these factors have a greater
impact on the future SR development than on its assessment at any particular point of time (as op-
posed to xyj).

We had the similar assessment of the mutual (synergistic) effect of the factors on the system beha-
vior. The surfaces of the forecast changes are close to the flat changes, that indicates stability of the sys-
tem as a whole in the sense that small mutual factor changes do not result in large changes in the system
response.
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Fig. 5. Dynamics of the SR development forecast scenario with small-scale independent factor changes

Question 3. What controlling influences of the decision-makers can remove the system out of
the negative forecast areas, if such areas are detected during the forecast?

To investigate the possible influence of the regional government on the negative forecast areas we
have conducted the forecast with the changes in controllable factors x,, x7, xo andx;y by £5% (Table),

where y(2015) is the estimated criterion value in the 15" year; Yo (2015) is the initial criterion value in

the 15" year.

The negative scenario trends when the amount of deposits (xg) decreases and the crime rate increas-
es (x1;) simultaneously can be overcome by increasing salaries by 5 % that will lead to an increase in
the SR by 29 % (but it is necessary to increase the salaries only by 2 % for the removal of the SR trend
out of the negative forecast area). The reduction of pension by 5 % leads to an increase in the SR by 3 %.

Positive and negative forecast areas and possible ways to overcome the negative forecasts

. »(2015) | ) . y(2015)
Changes of the determinant ———=without | Compensating action with
trends Ax;, % y0(2015) Ax;, % y0(2015)
compensation compensation
Amount of pensions (Axy —5 %) +15% — —
Salary (Ax; +5 %) +41% — —
Ax; +5% +14%
GDP per capita (Ax; +5 %) —27% Ax7; +5%
Axy —5% T29%
Amount of deposits (Axg +5 %)
and number of the reported -13% Ax7+5% +28%
crimes (Ax;; —5 %)
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The negative scenario trends when the level of nominal GRP (x,) is increasing can be overcome by
increasing the amount of nominal salaries by 5% that will lead to increase in the SR assessment by 14 %.
Simultaneous 5 % decrease in the amount of pensions of the population and the same increase in the sal-
aries will ensure the improvement in the SR dynamics by 28 %.

5. The main results and conclusions

We proposed and justified method to support the decision-making on management of the regional
social resource using the developed software that consists in a sequential

1) clarification of partial criteria system and determination of their rankings;

2) specification of the factor system;

3) joint determination of the order of regression differential simulation, approximation of the factors
between the values of the annual series and the model coefficients;

4) determination of the forecast time-frame and error;

5) building the forecast scenarios depending on the impact of individual factors and their synergistic
combinations;

6) selection of control actions that improve dynamics of the SR development in the case of adverse
forecasts.

An important additional result of our work is development and testing of the multipurpose software
that allows to simulate multi-factor socio-economic systems and forecast their development options un-
der various impacts. We have demonsrtated the advantage of the developed method over other prevalent
approaches in terms of their forecast quality.
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YNPABNEHUE OUHAMUKOWU PETMOHANBbHOIO COLMAIIBHOIO
PECYPCA HA OCHOBE PETPECCUNOHHO-OU®PDEPEHUUAIIBHOI'O
MOOEJINPOBAHUA

A.B. 3amoHcku, T.B. CagpbsiHosa
lMepmckuli HayuoHarnbHbIt uccrnedogameribCKul noaumMexHuU4YecKul yHueepcumem,
GepesHukosckul ¢unuan, 2. bepesHuku, MNepmckul kpad

O0ocHOBaHa Ba)KHOCTb MOJICIIMPOBAHMS U IPOTHO3HPOBAHUS TUHAMUKHA PErHOHAIBHOIO CO-
HaJbHOTO pecypca NIPUMEHHUTENBHO K 3aMKHYTHIM TEPPUTOPHATBHO-TIPOMBIIIIICHHBIM KOMILIEKCOM
Ha npuMepe Bepxnekamckoro peruona Ilepmckoro kpas P®. B xauecTBe OLEHKM pa3BUTHs COLU-
AIBHOTO pecypca B JaHHOM Cilydae MPUHUMAETCs JIMHEeHHAas KOMOMHAIMS HOPMUPOBAHHBIX YaCTHBIX
KPHUTEPHEB U3 YMCJIa OOLIEJOCTYIIHBIX CTATUCTUYECKHUX JAHHBIX. J{JIsl yTOUHEHUS paHKMPOBAHHUS Ya-
CTHBIX KPUTEPHEB HCIIOJIB30BaHA THUIOTE3a O TIAAKOCTH PE3YJIbTHPYIOIIET0 KPUTEPHs BCIEACTBHUE
00JIBIION MHEPIIMOHHOCTH paccMarpuBaeMoi cucteMbl. [loka3aHa ycTOHYMBOCTH (PMHAIBHON paH-
JKMPOBKM K MajbIM BO3MOXKHBIM OMIMOKAaM 3KCIIEPTHOTO OInpeeiieHus paHroB. [lokasana HeBO3-
MOXHOCTb MCIIOJIb30BaHMS TPAAUIMOHHBIX 3KOHOMETPUYECKIX MOJIeel 1 Mozienell Ha OCHOBE per-
peccuoHHOTO M depeHnransHOro ypaBHeHUS IEPBOTO MOPSIIKa I peLIeH st 3ToH 3anadn. Paspa-
60TaHa MOJIEJIb Ha OCHOBE PEIPECCHOHHOTO IU(QEepeHIINaNEHOTO YPaBHEHHS BTOPOTO MOPSI/IKa, 110-
3BOJISIIOINAS B TAKTUYECKON MEPCIEKTHBE MPOTHO3UPOBATH TOCIEICTBHS PELICHHI 110 Pa3BUTHIO CO-
MaJbHOTO pecypca. KadecTBO MoJeiy MpOBEPEHO HE TOJBKO MO OTKIOHEHUIO OT MCXOMHBIX JaH-
HBIX, HO ¥ MOCTIIPOTHO30M B IpeJeiiax PasyMHOro ropu3oHTa. OCOOEHHOCTBIO MOJIENH SIBISETCS
UCIIOJIb30BaHKUE OOILENOCTYHBIX CTATUCTHYECKUX (aKTOPOB, IS KOTOPBIX OMPENEISIOTCS UX CPaB-
HHUTEJIbHAs Ba)KHOCTh, KOO(DMUIIMEHTHI B3aMMHOTO BIIUSHUS, HAWITyYIIasl anmpOKCUMALUs MEXIy
3HA4YEHHUSIMH FOJJOBOTO CTATUCTUYECKOTO psijia ¥ IpyTUe mapameTpbl HacTpoiku Monenu. Onpenene-
HBI TTOJIOXKHUTENbHBIE M OTPUIATENIbHBIE 00JIACTH MPOTHO3a, JaHbl PEKOMEHJAIMH IO YIy4YIICHHIO
JUHAMHMKH COLMAIBHOTO pecypca. BakHBIM IMOOOYHBIM pe3ysbTaTOM paOOTHI SIBISETCS CO3JaHHUE
YHHUBEPCAJIbHOTO NPOTPAaMMHOTO HHCTPYMEHTa MOJEIMPOBAHHS AWHAMUKH COLMAIBHO-3KOHOMH-
YECKUX CHUCTEM HA OCHOBE Pa3peXEHHbIX OOIIENOCTYHMHBIX CTATHCTHYECKHUX NaHHBIX, KOMIICHCH-
PYIOIIEro B HEKOTOPOH CTENEHU HEAOCTAaTKH MOAO00HBIX JaHHBIX.

Knioueswie cnosa: coyuanvhwiii pecypc, pespeccuoHHo-oug@epeHyuanvhas mooeis, ynpaegie-
Hue, NPOZHO3UPOBAHUE, NPOSPAMMHOe obecneyenue.
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