DOI: 10.14529/ctcr170114

THE PROPERTIES OF COMPUTING PROCESSES
IN IMAGE ANALYSIS AND MACHINE LEARNING TASKS

L.V. Parasich, parasichiv@mail.ru,
A.V. Parasich, parasich_av@yandex.ru

South Ural State University, Chelyabinsk, Russian Federation

The solving process of any computer vision or machine learning task can be represented in form
of some sequence of computational operations on input data. The feature of intelligent data analysis
is significant input data heterogeneity which includes emissions, measurement uncertainty, and mul-
timodality. Different types of computing operations respond differently to the presented types of
mismatches. The quality of problem solution to a large extent depends on the properties and data
mismatch stability of the basic operations. The article describes main types of computational opera-
tions, used in computer vision and machine learning algorithms, the analysis of their resistance to
various types of mismatch in the data is provided. The information will be useful in designing visual
objects descriptors, in the development of detection and tracking algorithms. Of particular value is
using of the information in design and analysis of deep convolutional neural networks.

Keywords: computer vision, machine learning, convolutional neural networks, tracking, filtering.

In the process of solving of the computer vision and machine learning tasks, it is often useful to ana-
lyze the algorithm from point of view of used computational operations and their properties in order to
reveal the problem parts of algorithms and find the ways of increasing the quality of their work. Let us
consider the main operations on input data set used in computer vision tasks and the main types of data
mismatch that may affect the accuracy of the results. A set of input data in the article refers to a set of
pixels within the image window or to an set of classifier votes for the position of an object of interest in
the frame in Implicit Shape Model [1]. As a set of input data can also be a learning sample of machine
learning algorithm, data set to linear regression, set of data of pattern recognition algorithm, etc.

Let us consider the main types of data mismatch and introduce some definitions.

Mismatch — the situation when the real properties of data set are not consistent with the assumptions
laid down explicitly or implicitly in the mathematical model used for processing of these data.

Outliers — the kind of mismatch — single data object that has very large or small value because of an
error in input data or an error in the previous data processing algorithms.

Imbalance — the kind of mismatch when the mathematical significance of the contribution of
the values of some type to the result of the calculation does not correspond to their semantic signific-
ance. It has a decisive influence on the result of the algorithm.

Characteristic imbalance — the inconsistency of algorithmic or mathematical significance of a set of
values to their semantic significance because of specific influence of some features of these values on
operation of processing algorithm. The example of characteristic imbalance is the misrepresentation of
proportions of the examples of different classes in the training set in the case of the classifier learning.
Let us consider the example of characteristic imbalance. Assume that in using of the algorithm A-NN
with k-1 there are two classes Y = {4, B}, and B class variance is much higher than A4 class variance be-
cause of the presence of outliers. The A4 class examples do not cross the class boundary and B class
examples do cross. On an independent test set, some A4 class examples will be incorrectly determined as
B class examples because they will be closer to the noise representative of class B than to the representa-
tive of class 4. This will reduce the quality of the classification and increase the percent of examples
determined as B class examples (this percent will be higher than the one in learning sample). Such mis-
match is the result of the specific interaction of data items characteristics (noise variance) to a pro-
cessing algorithm. If the characteristics of 4 class and B class representatives are the same the violation
of the ratio of the proportions of recognition would not have happened. Characteristic imbalance is diffi-
cult to recognize in real tasks.
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1. Properties of computer operations

Let us consider directly the types of mismatches for which it is required to ensure robustness during
development of data processing algorithm.

Robustness to outliers. Outliers may appear due to errors in measurements (defective pixels in
the camera) or because of the errors in the classification algorithm. In some algorithms, great outliers are
able to reduce significantly the quality of the working method. Special measures are required to control
outliers.

Robustness to measurement errors. There is always a certain amount of error in measurements of
observed values and in evaluation of hidden variables. If the accuracy of calculations does matter, one
should take measures to compensate such errors.

Robustness to imbalance. While working with value set one cannot guarantee as a rule the ideal
from semantic point of view proportion of different types of values. The violation of the ratio of values
of different types can be completely arbitrary. For example: one part of object is seen better than
the other; one part of object is situated closer to chamber because of what takes more pixels; the window
border got more background pixels than object pixels, etc. In machine learning tasks the imbalance of
different types of learning examples in learning samples is very common. To eliminate the imbalance
the various kinds of normalization are often used. However, such decisions are not always possible;
therefore, it is desirable that the proportion of values of different types in data set does not have a deci-
sive influence on the result of the algorithm.

Robustness to small changes of the input data. As a rule on small change of input data algorithm has
to react with small change in the result, otherwise there will be experienced the unrobustness. Common
example — the multi-frame tracking algorithm, for static pose of object when changing frames the small
changes of input data will be observed and the small change of the result of tracking is supposed,
the jitter result in such cases is unacceptable. Small changes can be divided into two types: small
changes of observed variables (for example, the brightness of the pixels) and small changes of hidden
variables (the slight movement of the object in the frame).

Robustness to irrelevant data. When performing calculations on data, not all data elements can refer
to objects of interest (the image window can get background or other objects pixels). It is desirable to
eliminate or reduce the effect of such elements on result.

Reaction on multimodality. Very often, various elements of processed data set have different nature.
This is expressed in the data multimodality. Different cases require different reaction to the presence of
multiple modes in the input data. Sometimes it is necessary to take into account equally all modes of
distribution. Sometimes it is desirable to give the answer inside one of the modes but not midway be-
tween modes (in tracking task). Sometimes false modes should be ignored (when background details and
other foreign objects enter the window). In different cases, different operations and computation algo-
rithms appropriate to apply.

Let us analyze the work of the various operations under the conditions of previously discussed
mismatches.

Summation, averaging. Unstable to imbalance. By its nature, the result of summing depends on
proportion of summands of different types because of what the imbalance critically affects the result.
That is why decision trees learning is extremely unstable to imbalance because in the calculation of
entropy the summing of numbers of different classes examples is used. Partly unstable to outliers.
In the presence of outliers, incorrect values necessarily influence the result. If the outlier is not funda-
mentally different from the normal data, the large volume of correct data can compensate it. Therefore,
if outliers are a small fraction of the total data their influence is not crucial. If the outlier has a value dif-
ferent from the normal at several orders, the total result will be spoiled. Therefore, these outliers should
be filtered beforehand. When one summarize a large number of variables the measurement errors cancel
each other out if the errors are independent. The more data is added the lower the total error. Stable to
small changes in the data. Absolutely unstable to irrelevant data. To operations of such type, the convo-
lution with kernel can be attributed (for example, with Gaussian [2]). In the case of averaging the mul-
timodal data the result can belong to none of the modes (sometimes it is unacceptable) due to which
the answer may be obviously wrong, all modes will have an impact on the result. Summation and ave-
raging are used in average-pooling layers of convolutional neural networks.

Weighted summation. Weighted summation goal is to reduce the impact of imbalance and of irrele-
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vant data on the summation result. However, the imbalance may occur if the weights have been chosen
incorrectly or if the weights of some elements are obviously more than the weights of the other ones.
Weighted summation is used in normal neurons of neural networks (including convolutional neural net-
works).

Selecting of one element (maximum, minimum, median). Stable to imbalance. Another element may
be selected for small data changes. For example, if the cell is selected with the maximum sum of
the weights of elements, a completely different cell may be selected for the next frame, that leads to jil-
ter of result. The selecting of median is absolutely stable to outliers. The selecting of minimum and maxi-
mum is absolutely unstable to outliers. Absolutely unstable to measurement error (inaccuracy of mea-
surement of the selected value directly becomes inaccurate result), this can be a critical disadvantage in
some applications. In the case we operate with multimodal data the result belongs to one mode and
the rest modes will not affect the result. If the median is close to the border of modes, the result is unsta-
ble to small data changes.

The useful feature of the element selection operation is screening of potentially unnecessary data,
a part of erroneous measurements is ignored and does not affect the result, also the robustness to irrele-
vant data appears. The example of using such type of operation is max-pooling layer [3] in convolutional
neural networks. One more classic example — median filter [2] which is used for reduction the outliers.

Threshold condition. The values that are close to threshold are extremely unstable to small changes.
Very often, such behavior is unacceptable because it can lead to unrobustness of recognition results and
to incorrect work of algorithm in some cases. The use of threshold conditions is often simply necessary.
The threshold conditions are contained in any conditional statements without which it is impossible to
write a recognition algorithm. In two-class classification task regardless of the algorithm structure, in
the end we will have to use the threshold condition for the selection of one of two classes. In particular,
decision trees [4] completely consist of a large number of threshold conditions.

One common solution to the problem of unrobustness to small changes is replacement of step thre-
shold function on a smooth one (for example, on sigmoid in neural networks). Another possible solution
is majority voting over results of several threshold functions perhaps calculated for different frames
(discussed further).

In tracking algorithms in order to prevent constant switching of algorithm from one state to another
when control variable fluctuates around the threshold the hysteresis technology is used — reverse switching
threshold is done less than direct switching threshold.

Masking. The sum of only those pixels that fall into the mask. If properly chosen the mask increases
robustness to irrelevant data. Masking is used in convolutional layers of convolutional neural networks [5].

Taking a cell address. Used for example in the construction of histograms, HOG and SIFT descrip-
tors. As in using the threshold conditions, there is unrobustness on the borders.

Majority voting. From a set of values, the value that occurs most often is chosen. It is used in par-
ticular in ensemble of classification algorithms (decision forest). The majority voting used over thre-
shold functions reduces the imbalance to small changes. Practically always, the using of the composition
of multiple classifiers instead of single classifier improves the quality of the algorithm largely due to
the fact that in case of dispute (near the threshold) the decision is made more flexible, taking into ac-
count a large number of data.

2. Analysis

Combined schemes. Summation and averaging operations reduce computing error but are unstable
to rough outliers, imbalance and irrelevant data. Operations of selecting one element on the opposite are
stable to mentioned above problems but are not able to reduce the computing errors. The balance be-
tween these two extremes is required. In practice, we often use a combination of the two methods — first
choose a few of the median / maximum / minimum elements then use convolution with the kernel of
their values. Anyway, some portions of data are always irrelevant or false, such data are to be filtered.

Window size selection. At small window sizes may not be enough data to make a decision, besides
the role of inaccuracies and rough measurement errors increases. At large window sizes the greater im-
pact may have pixels are not relevant to the object of interest, that can be solved with the help of mask-
ing or weighted summation; the greater impact may have imbalance. The practice of development of
convolutional neural networks (as an example neural network VGG19 [6]) shows that the most success-
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ful decision is using of deep neural networks with great number of convolution layers (each subsequent
layer takes as input the result of the previous layer) containing many small filter windows (3-by-3 pixels).
Herewith max-pooling layer should be every 2—3 convolution layer. This result can be explained as fol-
lows. Let us say we use 3 x 3 pixels filter and each sell of filter binary mask may have the value of 0 or 1.
Such filter has 2° =512 possible configurations. If we replace 3 x 3 pixels kernel on 5 x 5 pixels kernel
there will be 2° possible configurations which is 2'° times larger. If we replace 5 x 5 pixels kernel on
7 x 7 pixels kernel difference will be even more essential. The intensity of image pixels within the kernel
can take more than two values. Therefore it will require much more training data and sorting of a larger
number of filter mask variants in the learning process. Besides, it increases the likelihood of filter
adjustment to specific examples from training set. Natural disadvantage of using small kernels is re-
duction of receptive field (an image area that affects the value of the result). If the receptive field is
not large enough the important parts of image and various global relationship between the local areas
of the image just does not fall into the field of view of the algorithm. However, the more there are layers
in neural network the larger the receptive field is. Thus, VGG neural networks have a great number of
layers.
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Fig. 1. Sample of computation scheme on an example of architecture
of the convolutional neural network AlexNet [7]

Convolutional neural networks. Convolutional neural networks operation can be fully described on
the basis of types of operations previously discussed, therefore we have all advantages and disadvantag-
es of these operations. In convolutional layers, the operations of masking and summation are used. In max-
pooling layers, selecting of one element is used. In fully connected layers, weighted summation and
threshold condition are used (or nonlinear activation functions). In neurons of softmax layer, the maxi-
mum selecting operation is used.

3. The issues of recognition algorithms robustness

In the design of recognition systems very often an important role is played by the robustness of al-
gorithm result and its stability over time. In the case of tracking systems development when the object of
interest is stationary, from the recognition system is usually required that the result of algorithm opera-
tion should not significantly change (i.e. the output of the algorithm is not shaking). In the case of
smooth movement of the object from algorithm is usually required the smoothness of the trajectory but
not a hopping trajectory.

In development of smoothing algorithms (for robustness of result), the main role is played by prop-
erties of previously discussed computing operations. The most primitive method of increasing the ro-
bustness of result is using of the method of moving average. However, its application increases the delay
time and system response to movement of the object, that not always acceptable. All the same, all out-
liers and inaccuracies in the measurements will affect the result. Now a sufficiently large number of
more advanced data filtering techniques are developed [8]. More preferred is the following method of
filtration: we leave the position of object from previous frame if position deviation at the new frame
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from the position at the previous frame does not exceed a certain threshold 7' that corresponds to
the maximum tracking accuracy (to the value of recognizer noise).

4. Function randomization index

Randomization index r(x) of function f{x) for a given noise value n of input variable x is the sum of
derivatives of this function on the interval [x—n, x+n].

Randomization index of function g(f{x)) (when one function has as argument the result of another
function) at point ¢ is the sum of derivations of the values of final function y=g(f(x)) in the interval of
variation of the input variable x with noise n [¢—n, ¢+ n] from the value of final function y=g(f(x)) at
point ¢.

Randomization index of computing scheme is the value of randomization index of the sequence of
functions equivalent to a given computational scheme.

Fig. 2. Function and its randomization index

The physical meaning of randomization index is the variability of the result of function / computa-
tional scheme against small (within the noise / measurement error) changes in the input variable. The com-
putational scheme with low randomization index will be more robust to small changes of input data and
will give more stable results compared with computational scheme with high randomization index.

In particular, the threshold function (and similar functions, for example sigmoid function) has high
randomization index near threshold. Thus, the using of threshold functions in computational scheme will
lead to high randomization index at some points and as a result to instability of algorithm operation at
the neighborhood of these points. Therefore, it is recommended to change the threshold functions for
smoother analogs or averaging of several similar functions with different parameters (as in the case of
using the decision forest instead of decision tree).

5. Practical issues

The features robustness is critically important in metric classification algorithms (k-NN, SVM, LDA,
etc.). If features are not stable (in the presence of outliers and high dispersion), the objects will be dis-
persed at the features space and it will be difficult to construct the separating surface between classes.
With the increase in the number of features the object location chaos will only increase (sometimes it is
called the “curse of dimension”). Therefore, in particular, the SVM algorithm is seldom used by itself but
more often is used over convolutional neural networks (the features are the values of network outputs,
such features can be considered as rather robust). The best solution for the synthetic data with well-
separable classes will likely be a metric classifier.

To the issues of learning algorithm robustness we can include the classic example — the fitting of
polynomials of varying degrees to a set of points — with the help of which the phenomenon of overtrain-
ing is usually explained. High degree polynomial fitting has higher randomization index than low degree
polynomial fitting. The selection of higher-degree polynomial with the same degree of accuracy requires
much more computing. Let's say we choose a first degree polynomial with 2 coefficients, for each coef-
ficient we iterate 10 values, there will be 100 variants at the whole. Let’s then say we want to choose
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a second degree polynomial with 3 coefficients. In order to provide the same guaranteed accuracy of
the device we are to go through 1000 variants, otherwise because of the loss of precision the approxima-
tion error on the test data may increase. As we see, the discussed example does not refer to overtraining
because of too accurate learning of training data but does refer to the use of computational operations in
the learning process.

Unrobust behavior is demonstrated by the straight-line recovery of two closely spaced points. Small
changes in positions of points relative to each other will cause significant change in the angle of rotation
of straight line and if it is necessary to recover long line its ends will drastically change their position.
In the same time the recovery of straight line parameters on a small number of points are widely used in
computer vision tasks, for example in the case of recovery of object position on its singular points by
the RANSAC algorithm [9] or when calculating directions of line segments on the basis of gradients.
Therefore, the phenomenon described above should be taken into account in the development of recog-
nition systems.

Conclusions

The article provides an overview of the properties of computing operations, which are most com-
mon in computer vision tasks. The analysis of the robustness of these operations in relation to the most
common types of input data mismatches is done. The practical importance of the analysis of these pro-
perties is demonstrated. The article deals with the practical issues of development of machine learning
systems and recognition systems from point of view of computational processes and their features.
An algorithm for smoothing the recognition results to protect against jitters is suggested.
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CBOWCTBA BbIYNCNUTENbHbIX MPOLIECCOB B 3A0AYAX
AHAJTIU3A N3OBPAXEHWA N MALULMHHOIO OBYYEHUA

U.B. lNapacu4, A.B. lNMapacu4
FOxHO-Yparnbckul 2ocyGapcmeeHHbIlU yHusepcumem, 2. YensabuHck

[Ipouecc pemenns 10001 3a7a4l KOMIBIOTEPHOTO 3PEHUS WIIM MAIIMHHOTO 00yYEeHHUSI MOXHO
MPEJCTaBUTh B BHJE HEKOTOPOI MOCIENIOBATEIBHOCTH BBIYMCIUTEIBHBIX ONEpaluil HaJ HabopoMm
BXOZHBIX MaHHBIX. OCOOCHHOCTBIO 33/1a4 MHTEIJICKTYAIbHOTO aHAJIHM3a JAaHHBIX SBISAETCS CYIIECT-
BEHHAs! HEOJHOPOJHOCTh BXOJHBIX JTaHHBIX — MOTYT IIPUCYTCTBOBATH BBHIOPOCHI, HETOYHOCTH M3Me-
peHUil, MyIbTUMOAAIBHOCTb. Pa3Hble TUIIBI BBIYUCIUTENBHBIX ONIEpAli I0-pa3sHOMY pearupyroT Ha
MpeCTaBICHHBIC TUIIBI paccoriacoBaHuil. IIpu 3ToM OT CBOMCTB 6a30BBIX ONepanuii U UX YCTOHUH-
BOCTU K PaccOriacoBaHMSAM B JaHHBIX BO MHOTOM 3aBHCUT KadeCTBO PELIEHHs 3aJadyl. B craTbe
paccMaTpHUBAIOTCSl OCHOBHBIE THUIBI BBIUUCIUTENBHBIX OIEpalUil, NPUMEHAEMBIX B alTOpPUTMAax
KOMITBIOTEPHOTO 3PEHUS U MALIMHHOTO O0YYEHHS, IPOBOJUTCS aHAIN3 UX YCTOHUMBOCTH K pa3iny-
HBIM THIIaM PaccOTIacOBaHWH B AaHHBIX. PaccMoTpeHHas nHpopManus OyAeT moje3Ha MpH MPOeK-
THPOBAaHHUHU JICCKPUIITOPOB BU3YAILHBIX OOBEKTOB, AITOPUTMOB PAaclO3HABaHUS U TPEKHHIA OOBEK-
ToB. OCO0yI0 IIEHHOCThH MPEICTABIACT MPUMEHEHNE PACCMOTPEHHON HMH(OpMAIK K MPOSKTHPOBa-
HUIO ¥ aHAIN3Y TITyOOKHX CBEPTOYHBIX HEHPOHHBIX CETEH.

Kniouegvie cnosa: komnviomepnoe speuue, mMawunnoe ooyuenue, céepmouHnvle HelpoHHble Ce-
mu, mpexkume, purbmpayusi.
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