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As numbers of educational programmes and courses grow, the need for a method of comparison
becomes apparent. In this paper we discuss the overall state of education data mining, the variety of
document types and formats used for educational content and propose the combined similarity mea-
sure for educational course programmes, Our proposed similarity measure uses three most important
in our opinion elements of course programmes — course descriptions, educational results of the cour-
se and the structure of the educational course. We describe our approach to calculate similarity for
each of this component pairs as well as provide primary experimental results and their evaluation
using mean average precision metric.
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Introduction

Recent increase in the amount of available educational content, such as educational programmes,
course programmes or course syllabuses, results in the increase of the amount of work required from
educational organizations personnel in order to process such content.

There are two main reasons to process those documents. Firstly, educators, who strive to survive in
the competitive environment of higher education market are focusing on quality improvement and actuali-
zation of their teaching approaches, which requires them to analyze various sources, including content
documenting approaches suggested by their colleagues and competitors.

Second reason for educational content mining is knowledge extraction. This reason is of scientific
interest, as educational content provides structure for the knowledge itself, allowing potential improve-
ment to the quality of information that we handle every day.

To this extent we attempt to introduce an approach to comparison of course programme documents,
which is the legally defined format for course specification in Russian educational organizations.

1. Related research

The part of data mining concerned with the field of analyzing educational content is called educa-
tional data mining (EDM).

In a more general sense this field includes not only analysis of the educational documents, but also
various data mining tasks involving student modeling, behavior analysis, question-answering and evalua-
tion. However, we will focus primarily on educational content analysis.

A group of researchers [1] suggested using Naive Bayes classifier to assign e-learning materials to
the leaf nodes of the given concept hierarchy. Another similar research [2] focuses on classifying exam-
ination questions according to the existing hierarchy of concepts in order to evaluate what kind of skill
or knowledge the question checks.

One of the popular formats, used in educational materials to describe the results, achieved by stu-
dents is learning outcomes. Learning outcomes usually consist of the action verb and a terminological
part. Action verbs are restricted to the educational taxonomies and a researcher [3] suggested taxonomy-
based similarity measure for the task of comparison of two action verbs, named after the researcher —
Chernikova’s action verb similarity measure. We will discuss learning outcomes in more detail in
the section 2.5.
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A popular task in educational data mining is knowledge structure extraction, for instance, into on-
tology, which would describe the structure and relationships between didactical units within educational
courses and programmes. For example, a pair of researchers [4] presented a set of ontological models for
both the curriculum and syllabus, while also suggesting a general approach to mapping any real syllabus
to the elements of ontology of underlying knowledge. In another work [5] an approach for ontology-
building for didactical activity model with three phases (teaching-learning-examination) was described.
Said algorithm results in a variety of ontologies: Course Basic Subject Ontology, Course Practical
Activities Ontology, Basic Examination Ontology and so on.

2. Educational and course programme structure

2.1. Previous work

As mentioned above, one of the reasons for exploring the possibility of automatisation of educa-
tional content analysis is the overall quality improvement of higher education through simplification of
actualization problem. Previously authors have suggested an overall structure for the system, which
would be capable of providing informational support for educators in this task [6]. One of the main goals
for such a system would be not only simplification of the improvement process itself, but focus on
the required result of higher education — professional skills and qualities of a student. This could be
achieved through introduction of the requirements specified in professional standards and actual job de-
scriptions given by real employers and analysis of the correlation between these requirements and
the educational results declared in the educational content documents themselves.

2.2. Programme structure models

It is important to understand, that educational content varies greatly. Not only representation of
knowledge varies between different kinds of educational documents, but also within the same document
type depending on what organization, departments or even specific author. To understand the basic ave-
rage structure and contents of educational document, we analyzed various document formats, focusing
on educational and course programmes and syllabuses from universities and MOOC organizations all
around the world.

For educational organizations, operating under Russian jurisdiction, there exists a set of rules, legal-
ly imposed by the government, primarily by educational standards and specifications released by
the Russian Ministry of Education and Science. In order to model the overall structure of educational
programme (Fig. 1), we have previously suggested the following semantic network model, which con-
sists of the following concepts: educational programme, course (describes specific subject or module),
topic (a specific subsection of a course) and learning outcome (represents results).

— Contains ...
-~ Is required for ...

<~ Strongly related to ...
<> Similarto ...
— Results in ...

Educational

Unit A.1 Topic B.2

Subtopic Subtopic -
A1.2.1 A.1.2.2

Fig. 1. Knowledge structure of educational and course programmes

That scheme represents the structure of the knowledge, covered by the programme. The standardi-
zed format of educational and course programme description documents, on the other hand, could be
better captured by using the following model (Fig. 2).
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Fig. 2. Document structure of educational and course programmes

Our research showed that while Russian universities are legally restricted to a more or less well de-
fined format, most western organizations do not have such strict regulations regarding their documenta-
tion. However, even among them certain trend could be noticed, with most formats containing three
main components:

e generic description of the course or educational programme;
e overall structure of course or programme and component description;
e list of results, usually in a format similar to learning outcomes.

In our understanding, these components are the most important to the contents of the document and
that’s why we focus on them as means of distinguishing and comparing different courses. These
components are discussed in more detail below.

2.3. Programme description

Overwhelming majority of course or educational programme specifications include a somewhat
brief description of a course or an educational programme. The main purpose of it is to quickly explain
what the course will be covering and why should the student be interested in it.

As for the standard, used by Russian educational organizations, there are no specific partition called
“description” but it function is carried out by the sections named “Course Goals” and “Place of the dis-
cipline in the educational programme structure”. The first one describes the general results, expected of
a student after completion of the course, such as broad descriptions of skills and qualities acquired, ex-
perience gained and so on. The second section focuses more on the relations between described course
and its neighboring disciplines, specifying which courses should precede this one and where the ac-
quired skills will be applied in the future.

From the data mining perspective, the description is usually represented by a plain text with no in-
ner structure.

2.4. Programme structure

Representations of this component vary greatly, from simple lists of broad topics, touch upon du-
ring the course, to exact time tables specifying the topic and concepts covered by every lesson.

For Russian universities, which we are currently focusing on, the format prescribes several tables,
specifying what specific units within the course (or courses within educational programme) would be
covered and in what order, how much time each will take, what lectures will be given, what specific di-
dactical would be covered within each, what, if any, topics are delegated to the students to study on their

BecTHuk HOYplY. Cepus «<KomnbioTepHble TEXHONOrMK, ynpaBreHue, PaauoaneKkTPoHUKay. 7
2017.T. 17, Ne 3. C. 5-14



MHqJOpMaTMKa N BblHUCIINTEJIbHAA TEXHUKaA

own, what works will be carried out in laboratory and in practical classes. Multilevel lists of covered
concepts are quite popular as well.

The text data within the structure of the document is usually represented as either plain text, or,
even more commonly, as a set of concepts in a form of keywords (or key phrases), listed one after
another.

2.5. Educational results

Most course specifications and educational programmes include the specific list of expected results,
which student should be able to exhibit and be tested for after successful completion of the course.

While there exists a broad range of possible representations of this data, most western organizations
stick to using learning outcomes for this purpose. Learning outcome is a specific format, that, as men-
tioned above, consists of two main components — the action verb, describing what kind of knowledge or
skill is required of a student, and terms, describing specific knowledge concepts, that action verb is ap-
plied to.

As we mentioned above, action verbs are coming from a relatively small set of words, listed in vari-
ous educational taxonomies and can be easily compared, using Chernikova’s taxonomical similarity
measure. Terms, on the other hand, are only limited to the knowledge domain, covered by the course
and are represented by plain text, describing one or more keywords (or key phrases) and their relations
to the verb and between themselves.

Russian designated format for educational results are competencies — a more broad and general de-
scription of one’s knowledge, similar, however, to learning outcome.

3. Suggested approach for course analysis
In order to analyze and compare two course specification documents, one has to perform a pairwise
analysis of the main components of these documents.

3.1. Keyword extraction

While there exists many algorithms for keyword extraction, we have decided to use a modified
RAKE algorithm for our purposes, because it is simple, easy to understand, implement and use and
doesn’t require a training set.

RAKE [7] stands for Rapid Automatic Keyword Extraction and, as the name implies, the algorithm
itself presents a fast way to extract key phrases from plain text: the algorithm separates text into a list of
candidates — sequences of contiguous words divided by various phrase delimiters (mainly punctuation,
or any other symbol that in the current context can serve as such) and by any of the specified stopwords.
The algorithm is based on the observation that keywords and key phrases rarely contain punctuation or
stopwords. The actual key phrases are then weighted based on the scores of the words inside of them.
These scores in turn based on word frequency and on word’s degree — the total sum of lengths of all
the candidate phrases containing the word:

Score(Keyword) =3, word; _deg(word;)

€ Keyword
Our modifications to the algorithm itself solve the problem of original algorithm not dealing with
declensions of words. While it has little impact in languages such as English, where nouns and adjec-
tives rarely display differences of genders or cases, it is much more important for Slavic languages, such
as Russian. Our solution simply makes sure to transform the word to its lemma before starting frequency
analysis.
As we extract the keywords from the text we can set a level of minimal score required to count as
a keyword, based, for instance, on a maximum score.

freq(word;)’

3.2. Programme description analysis

As programme description is usually given in a form of plain text, the task of analyzing it can be
considered a broad text similarity problem. While there exists large amount of various approaches to
this task, at this point of the experiment, we are suggesting a simplistic one: extracting key phrases from
the description and performing comparison only on subsets of key terms used. Not only this approach is
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simple, but we also consider terminology, coming from the specific knowledge domain, to be one of
the most impactful factors for the contents of a course description, proposing, that comparison of such
terminology, should suffice in this task.

Comparison of two sets of keywords can also be done in a variety of ways, but currently we are
going to use a word2vec model [8], trained on Russian Wikipedia corpora to calculate the word vectors
for extracted keywords, combine them into a single vector, holding entire description of the document
and comparing those, using cosine similarity. This approach was suggested by the authors of genism
framework [9].

It introduces the following definitions:

— v
L2, = =%
Yol

is a 12-normalized word2vec vector of the word w.

_)m _ Zwiewstwl
ws — |WS|
is a mean of 12-normalized word2vec vectors of all the words in the wordset ws.
The similarity between two wordsets ws; and ws, is a cosine between the means of the words in
those wordsets:
. _ —_— —————>.
StMyordsets (Wsl: WSZ) = cos (mwslrmwsz)-

Thus the similarity between two documents d; and d; can be calculated as wordset similarity for
the sets of keywords in these documents:

sim(di, dj) = SiMy,ordsets (Keywords (dy), Keywords(dj)).

3.3. Course structure analysis

While course structure generally presented as a structured text, we consider appropriate at this stage
of our research to not involve the structure into analysis and just utilize the textual contents of it.

To this end we view the course structure description as the plain text, similar to the course descrip-
tion. Thus we employ the same approach to extract key phrases using modified RAKE algorithm and,
after combining the resulting words into a flat set of words, compare those between two different courses.

3.4. Educational Results Analysis
As the main format of educational results we are currently dealing with is a competency, we focus
on transforming them into more manageable representations, reminiscent of learning outcomes (Fig. 3).

Remember 1[Understand 2|  Apply 3 Analyze 4 | Evaluate 5 Create 6
1 [ Recognize
2 Recall
3 Interpret Execute
4 Exemplify Differentiate Check
5 Classify Organize
6 Summarize Attribute
7 Infer
8 Compare
9 Explain Implement

Fig. 3. Chernikova’s action verb taxonomical similarity measure

Since verbs in competencies are not actually restricted to a taxonomy, we use an approximate ap-
proach when comparing them. To do this we are going to map the verbs, used in competencies onto
the Chernikova’s taxonomical similarity measure. This can be done by using trained word2vec model to
find for each of the compared verbs the set of the most similar action verbs in the taxonomy and average
the resulting similarity. In our case we use a simple mean average of pairwise Chernikova’s similarities:
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. 7)) — o _ ZsimCAVe(AVq,AVp)
simy (Vo 1;) = simy (V] [avy],) = =t
Where sim¢yye (AVq, AI/;,) is Chernikova’s similarity and is calculated in a following manner:

max(dEucKrth(AVi‘AV j))—cur(dEucKrth(AVi,AV 1))
max(dEucKrth(AVi,AV 1)) '

*

simcaye (AV;, AV;) =

Here “cur (d FucKrth (AVl-,AVj)) represents the distance between the subcategories, to which the action

verbs AV; and AV; refer. The max (dEucKrth(AVi,AVj)) stands for the longest possible distance in

the model”.

The terms, used in competencies, at this stage can be considered plain text and compared as such,
using wordset similarity measures, described above.

In the end similarity between two results can be calculated as a simple linear combination
(or weighted voting) of the similarity scores of its components and overall similarity between two sets of
results can be taken as mean average of pairwise comparisons between results:

Z(Vp,tp)e[resi],(WUerb *SimV(vp'v4)+wferm*5imT(tP'tQ))

Simyes(di, dj) = simyes([resi], [res;]) = e I[res;]l+|[res;]|

Here, [res;] and [resj] are sets of results for documents d;.and d; respectively.

3.5. Combining results of partial comparison

As we describe above, we can calculate three separate similarity scores for the parts of compared
documents. While there are different approaches to combining similarity scores of separate parts into one,
we consider that at this point in our research, the simplistic linear combination approach will suffice.

This means, that total similarity score between two compared documents will be calculated as fol-
lows:

Sim(di' dj) = Wyescr * Simdescr (di' dj) + Wstruct * Simstruct(di' dj) + Wres * Simres (di' dj),
where w, and sim, define the weight and the calculated similarity respectively for each individual part
of two documents being compared.

Since each of the similarity score is a real number between 0 and 1, the weights should be picked in
such a way, that the overall similarity of two documents still lied within those boundaries. Thus the weights
need to be picked with this limitation in mind:

Waescr + Wstruct + Wres = 1.

3.6. General structure of the algorithm

The approach we are using can be described as follows:

1. Model preparation stage:

a) Language model preparation: We prepare a cleaned up version of Russian Wikipedia dump — re-
moving metadata, transforming words to their lemmas etc. Using this as a corpora, we can train
word2vec model;

b) Action verb similarity pre-calculation: Since we are using Chernikova’s similarity measure to
compare verbs in learning outcomes, we pre-calculate all of the possible pairwise similarities to speed
up the comparison process later on.

2. Document preparation stage:

a) Input data preparation: Due to a variety of file formats and document formats used for course
programmes, at this stage we have to manually extract relevant elements and prepare them in a unified,
easily processable format;

b) Initial processing: As we load the documents into the experimental setup, we still need to run
some preprocessing on them — transforming them to a uniform type format, remove non-standard sym-
bols (for example, popular in Russian guillemets, also known as Latin quotation marks — “«»”), build
a list of competencies and so on.
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3. Description similarity analysis:

a) Keyword extraction: For each description, we perform additional cleanup on the fly — transfor-
ming words to their lemmas, feeding the result to the word2vec for even more discriminative cleanup —
removal of all terms missing from the word2vec vocabulary. What is left can be fed to the RAKE algo-
rithm, resulting in a ranked list of key phrases and their weights. As a last step we remove all the key-
words below our selected minimal level of importance;

b) Comparing the sets of keywords: For each description pair, we now have a list of most important
keywords, which all exist within word2vec vocabulary. These sets of keywords are then sent in for
wordset similarity calculation.

4. Structure similarity analysis:

a) Keyword extraction: Similar to the descriptions, we use the same keyword extraction pipeline on
structure of each course;

b) Comparing the sets of keywords: Again, just as with descriptions, we use wordset similarity
measure to calculate the similarity between structures.

5. Educational results analysis:

a) Verb to action verb approximation: Unless the verb, used in the result is known to the system al-
ready, we employ word2vec with the task of calculating the subset of most similar action verbs from
Chernikova’s taxonomy, which we then cut based on selected minimal similarity level. This provides us
with a list of action verbs, most similar to the verb, used in the result description;

b) Verb similarity based on action verb similarity measure: We compare two mappings onto
the Chernikova’s taxonomy and compile a list from pre-calculated similarities for each pair of action
verbs. The mean of this list is taken as a similarity between two original verbs;

¢) Term similarity: Similar to description and structure, albeit with much shorter text fragments, we
calculate wordset similarity between two terminology components;

d) Competency similarity calculation: By using linear combination of the similarities between verb
and term components we calculate the overall similarity between two results;

¢) Comparing two sets of competencies: After calculating all the possible pairwise similarities be-
tween results from two sets, we take the mean of them as an overall similarity between two sets of re-
sults.

6. Combining all similarities and evaluating results:

a) Combining similarities: To combine three component’s similarities together, we use linear combi-
nation with adjustable weights. The result is an overall value of similarity between the documents;

b) Evaluation: After calculating all the pairwise similarities between documents, we can use
the results for each document to evaluate the quality of the algorithm. To do this we sort them by
similarity and apply selected consideration barriers — minimal levels of similarity worth considering.
After this we can use our knowledge of what discipline each document is supposed to be labeled and
calculate Average Precision of our list. By doing so for each document and taking the mean average
of Average Precisions for each, we get a single value which describes quality of our algorithm — Mean
Average Precision.

4. Experiment

4.1. Setup and Results

To try out suggested approach, we have selected a set of twenty course programmes for four diffe-
rent disciplines, produced in sixteen universities all over Russian Federation. For this dataset we per-
formed calculations of similarity for all possible combinations of programmes.

At this stage we decided to take the following parameters:

e Our algorithm use 0.5 weights for both verb and term components of the learning outcome
similarity;

e Our keyword extracting algorithm considers only top 75 % of the extracted keywords to be
significant;

e Verbs in competencies are mapped to the top 10 % of the list of action verbs, ranked by simi-
larity.
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After calculating the similarity for each document pair, we ordered them by it, which resulted in
twenty ranked lists.

Rank Course Title Specialization Similarity
0 Marketing Economics 0.96219
1 Marketing Veterinary-Sanitary Expertise 0.92643
2 Marketing Management 0.91959
3 Marketing Economics 0.91834
4 Marketing National Economy Management 0.90368
5 ﬁgﬁ:;ﬁr;n ¢ Management in Construction 0.90211

High-Consideration Barrier

Production . .
6 Management Applied Informatics 0.87522
Consideration Barrier
7 Production Management 0.85975
Management
8 Production Management 0.82717
Management

Fig. 4. Example output for one of the marketing course programmes

As the general nature of all the documents is the same, there exists some similarity even between
programmes for completely unrelated subjects. To combat that, we decide to select two barriers of docu-
ment importance in each list. The lower barrier cuts off the lower 50 % of each list, based on the maxi-
mum and minimum similarities present, and represents our estimations of the value, at which subject
similarity overtakes the general similarity between course programme documents. The second, more
discriminate barrier — the high consideration barrier — cuts of the lower 75 % of each list, meaning only
extremely close documents are left in the list.

As the result we are left with 20 ranked lists, each with two levels of importance in it. The example
output is given in Fig. 4.

4.2. Evaluation

Since our results are akin to the task of information retrieval, in order to evaluate the achieved
results we decided to use the Mean Average Precision metric. This metric is primarily used to eva-
luate the results of search systems and is the mean average of Average Precision score for a set of
queries:

MAP = —23:1’2’”’(‘”.

Here Q is a set of queries and AveP is the Average Precision score. This metric is calculated as:

AveP = Y _, P(k) = Ar(k).

Here, k is the rank in the sequence of retrieved documents, n is the number of retrieved documents P (k)
is precision at cut-off k in the list and Ar (k) is the change in recall from items k — 1 to k.

In our case, we treat list of ranked documents as results, returned for the query of the document they
are compared to, which plays the role of the query, and their relevance is decided by whether or not their
discipline tag matches the discipline tag of the “query” document. The value of the Mean Average Pre-
cision score is then calculated by averaging results across 20 of our document lists.

After performing basic evaluation and tuning the weights of the components in our combined simi-
larity measure, we have achieved the following results (Fig. 5).
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, High Low
Weights of components Barrier Barrier

Wgeser = 0.125

Wetruce = 0.75 0.8075 0.8268

Wyes = 0.125

Wdescr = 0175

Wetrucr = 0.65 0.8315 0.8027

Wyes = 0.175

Fig. 5. Evaluation Results

Results listed are the best performance of our method for lower consideration barrier and higher
consideration barrier respectively.

Conclusion
In this paper we have presented an overview of general structure of educational course programme
and suggested an approach to comparison and ranking of such documents based on keyword extraction
and word vector analysis. We also employed Chernikova’s similarity measure for comparison of educa-
tional results. To evaluate this approach we have applied it to the task of ranking various documents
against a query document and scored results using mean average precision metric. Scores show rather
high quality of our approach, with MAP being above 0.8.
We plan to continue our work and in the future focus on improving the overall quality of the system:
e Experimenting with other methods of calculating learning outcome similarity:
o Experimenting with different keyword extraction algorithms;
o Improving cleanup algorithm to reduce the impact of the general non-subject-specific ter-
minology;
o Improve quality of the word2vec model;
o Utilize the text structure of the course structure specification;
e Experimenting with a larger dataset;
e Replicating this experiment for other kinds of educational documents, primarily — education pro-
grammes.
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noaxon K CPABHEHMIO OBPA3OBATEJIbHBLIX KYPCOB
C UCNOJNIb3OBAHUEM TEXHOJTIOIM'MA OBPABOTKU
ECTECTBEHHOIO A3bIKA

A.C. bomoes, 0.[]. KneHuH
YenabuHckul eocydapcmeeHHbIl yHusepcumem, 2. YenabuHck

ITo mepe pocta uncna o6pa3oBaTENBHBIX MPOTPAMM M KypPCOB IOTPEOHOCTH B METOAAX HX
CpaBHEHHsI CTAaHOBHUTCS O4YEBHIHOU. B 3TO#f cTaThe paccmaTpuBaercs obiiee cocTosHUE chephl HH-
TEJUIEKTYaJIFHOTO aHali3a 00pa3oBaTeNIbHOTO KOHTEHTa, pa3sHOOOpas3ye CyIIECTBYIONIMX (GopMmaros
Y TUIIOB JIOKYMEHTOB, NPECTaBISIONNX 00pa30BaTeIbHBI KOHTEHT, U MpeIaraeTcsi KOMOMHHUPO-
BaHHAs Mepa OJM30CTH A IIporpaMM o0pazoBaTeNbHBIX KypcoB. IIpemioxkeHHas Mepa OiM30CTH
UCTIONB3YeT TP HanOoJee BaXKHBIX COCTABIIIOIINX ITPOTPaMMBbI Kypca: OlMcaHue Kypcea, oOpa3oBa-
TeNbHBIE PE3yNbTaThl Kypca U CTPYKTypa Kypca. B cTarbe onmmchIBaeTCs MpeUIOKEHHBIN MOAX0] K
BBIYHCIICHHIO MEPBI OJIM30CTH IS ITap KaXKIOTO U3 3THX KOMIIOHEHTOB, a TAKXKe IPE/ICTaBIICHBI IIep-
BUYHBIC PE3YJIbTAThl JOKCIIEPUMCHTOB M HX OLCHKa C HCIIOJB30BaHMCM METPUKH mean average
precision.

Kniouesuvie cnosa: unmeniekmyanbHulli aHaiu3 00pazoeamenbHo20 KOHMeHma, npozpamma 06-
Pazo6amenbHo20 Kypcd, yueOHblll NAaH, AHANU3 OAHHbIX, Mepa OAU30Cmu.
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