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This article investigated the use of a neural network with back propagation for pattern recogni-
tion. The basic technique of neural network training is revealed. An artificial system was created to
generate values similar to standard, rotated at different angles. An experiment was conducted during
which it was established that a neural network can be trained on artificial examples (images), and
then used for analysis of reference values.
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Introduction

From the very beginning of the development of cybernetics, scientists immediately drew attention
to the problem of modeling perception. There was a transition from the analysis of three-dimensional
scenes to flat images, from dynamic samples to static ones to simplify the solution of the perception
problem. Subsequently, to identify the selection of certain objects from the background of the static
sample began to use such a concept as pattern recognition. In this paper, a system was developed that
has letters at different angles and imposes noise on them. After that, a neural network was created in or-
der to process these results and undergo the procedure for recognizing reference images. The use of
a neural network is the best option for recognition, since with the correct adjustment of the scales and
the choice of the metric, the learning process takes place in the best possible way. It has been experi-
mentally proven that samples obtained by artificial means are suitable for training a neural network.
The neural network with back propagation of errors correctly works on new reference values.

Pattern recognition is performed by various methods. There are following methods for recognizing
visual images:

1. Raster. The image is represented as a matrix of points and each point corresponds to the bright-
ness of the image. In this case, the image is previously read by some scanner, the brightness of the points
is fixed and a spatial matrix of points with different brightness is formed by spatial decomposition. Quite
often, from brightness, many gradations pass to luminances having 2 values: 0 or 1. The standard is
the matrix of points. And a really recognizable image is compared with the reference image most often
point-by-point, where the number of coincidences of points is fixed. For this method, it is important that
the input image be normalized (of the same size and orientation) [1]. The image can also be assigned to
a given size and position. This method is well suited for recognizing printed texts. The disadvantage is
the need to select individual objects from the image.

2. Indicative. Some distinctive features (size, direction, color, + Xy
vector) are distinguished in the image, which are set by the person
so that they help to recognize objects on the one hand, and on
the other hand they are invariant with respect to possible defor-
mations, changing the size and position of the recognized symbol.
A set of attributes can be represented as a vector in the n-dimen-
sional space of attributes [1]. The point on the graph refers to

a single characteristic (Fig. 1). -;X
When learning, vector points are taken from different objects, "

memorized, special weights are calculated. If a set of attributes is Fig. 1. The feature vectors
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invariant and some feature in the image, then points representing objects of different classes are assem-
bled into compact sets. Representing variants of objects of a certain class (Fig. 2).
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Fig. 2. Distribution of objects in clusters

Sometimes a hyperplane is constructed (Fig. 3).
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Fig. 3. The hyperplane features of the object
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For each threshold value, two values are calculated: the proportion of true positive examples is
the number of outputs that are greater than or equal to the threshold, divided by the number of single
target values (values to the left of the hyperplane); The proportion of false positive examples is
the number of outputs that are less than the threshold divided by the number of zero target values (values
to the right of the hyperplane) [2]. In this way, the distances in the n-dimensional feature space are cal-
culated. The metric of distance calculation can be, as Euclidean distance, Hamming distance or
Mabhalonobis distance.

3. Structural. On the image of an individual object, the structural elements are selected, which are
specified in advance. It can be segments, arcs, dots. At training a certain description in terms of structural
elements is constructed. When recognized, these descriptions are compared.

The recognition problem defines an image as a vector in an n-dimensional space. This vector is
called the feature vector. We have a base of vectors and we need to recognize these vectors, that is, to
determine for each vector which class it belongs to. And the neural network learns recognition by prece-
dents. We have accumulated statistics that we want to study and already by the results of this study to
diagnose already new vectors [2].

A neural network is organized, which has several outputs, each of which corresponds to a certain
class. Each of these outputs is fed with “—1” if the vector does not belong to this class and “1” if it be-
longs to this class. When a vector is applied to a neural network, we obtain some output data and assign
the vector to that class whose signal corresponding to the output neuron is larger.

We will recognize images that are noisy. We use the generator of such images, which will rotate
the letters at different angles and will impose a white noise on them. Next, we train the neural network
on the generated images and then apply the neural network to analyze the real ones.

To recognize letters located at different angles, we will use a neural network with direct signal
propagation and back propagation of the error. It is the use of this type of network will provide better
recognition. When solving the classification problem, the use of the hierarchical model or the self-
organizing map of Kohonen is unacceptable. Since each letter will have exactly one output. The neural
network works as follows (Fig. 4).

Fig. 4. Structure of the neural network

Consider a function in which two input and two output vectors.
Consider the first layer: The error function is calculated as the sum of squares of the coordinate dif-
ference, where k is the selected element of the training sample.

Dy (21, 22) = (1 — a)® + (a2 — az)?.
Let us calculate the partial derivatives:

daDy, . aDy, _
ax, =2(x1 — aq); ax, 2(x; — az).

We represent x as a function of weights:

X1 = %1 (Vo1, V11, V21) = f(Vo1 + 21011 + Z2V21).
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Find the partial derivative x; and x, that v,;:

dx1 _ ' . de _

ay. — f (S1)x23 5 ==0

Network error on A-th example:

Ex (W) = Dy (%1 (o1, V11, V21), X2 (Vo2, V12, V22);

dE; dEy dy, ,dEy dx, '
/-1 TR L R P2 _
Avy;  dy, dvy,  dxy dvy, 2(x1 — aq) f (S1)xz.

The calculation of these formulas makes it possible to calculate the gradient of the error function
from the weights of the neural network for the first layer. The algorithm for back propagation of the er-
ror makes it possible to calculate the error distribution by the weights of the output layer and to drag this
distribution back using the formulas:

Ex(W) =Dy(y1, s Yn) ¥i = Yi(Xq, ooy X)) Xj = xj(voj, ...,vrj);
9B _ ym 4Dk %)
dvps  “J=1 dx;j dvys

Errors on the inputs of the previous layer are calculated by the formula:
dDy _ wm 4Dk dx j
Pl =1 ax dzr’
daDy, dx j .
Value T calculate for the current layer, and T for the previous [2].

Hence, the algorithm with direct propagation of the signal and back propagation of the error al-
lowed us to calculate the partial derivative of the error Ej, over all the weights of the neural network of
the output, the previous one, etc. layer.

During the study, letters of the Latin alphabet of size 5 to 7 were created. After encoding the letters
of the alphabet in 0 or 1, the generator of the angle of inclination of the letter was created in this study.
The maximum angle was 60 degrees (Fig. 5).

AA1LT Y

Fig. 5. Example of rotation of the angle of the letter

Next, the neural network learned to correctly recognize letters in different positions. The progress of
the training is shown in the graph below (Fig. 6).
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Fig. 6. Learning process
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Seen a decrease in the values of the mean square error.
After that, the data was noisy. And the neural network learned to recognize images with noise.
The noisy image looked like this (Fig. 7).

— X
X = X K

B X
X = K

X p

Fig. 7. Example of noisy image

At the stage of the learning process it can be seen that the standard error was z-shaped. Training
with noise took a long time (Fig. 8).
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Fig. 8. Example of learning an image with noise

During the test, a noisy image was sent to the input (for example, the letter O) and the neural net-
work successfully recognized it (Fig. 9).
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Fig. 9. Successful recognition distorted letters

Nevertheless, errors still arise: the neural network recognizes the noisy letter Q as O. As the angle
of rotation is reduced, the neural network becomes more unrepresentative, it does not allow the neural
network to provide a complete picture of how the turned character looks.

Conclusion

The conducted research has shown that the use of a neural network for pattern recognition is an ac-
ceptable option, especially if the picture is not of good quality. The application of a neural network with
direct signal propagation and back propagation of the error is optimal, since noisy images were recog-
nized in 24 of 26 cases. It was proved that the generated system using artificial creation of a letter and
turning it to a certain degree with subsequent noise is correct. Subsequently, all reference images were
successfully recognized based on this training sample.
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NMPUMEHEHME HEUPOHHOW CETU ONA PACMNO3HABAHUA
MCKYCCTBEHHO CTEHEPUPOBAHHbLIX OBGPA30B

r.[. Acsiee’, K.FO. Hukonbckas', Anu Moxammed Mo3aH?

" fOxHO-Ypanbckuli 2ocydapcmeeHHbill yHUsepcumem, 2. YensbuHck,
2 CpedHuti mexHuyeckull yHusepcumem, 2. bazdad, Mpak

[IpoBeneHo wmccieqOBaHHE MPUMCHEHUS HEHPOHHOW CETH C OOpaTHBIM pPacHpOCTpaHCHHEM
OIIMOKY JUIA pacro3HaBaHUs 00pa3oB. BrIsBIeHa OCHOBHAs METOIUKA O0YYCHUS HEHPOHHOU CETH.
Brlna co3nana MCKyCCTBEHHAsI CUCTEMA 10 T€HEPHUPOBAHUIO 3HAYCHHMIA, TOX0KHUX Ha dTAJIOHHBIE, MO-
BEpPHYTHIE MO Pa3HbIM YIIIOM. [IpoBeI€H SKCIIEPUMEHT, B XOJ¢ KOTOPOTO OBUIO YCTAaHOBJICHO, UTO
HEHPOHHYIO CeTh MOXKHO OOYYHTh Ha MCKYCCTBEHHBIX MpuMepax (oOpa3ax), a TOTOM HCIOJIb30BaTh
€e I aHaJIu3a STAJIOHHBIX 3HAYCHUH.

Kniouesvle cnosa: pacnosuasanue obpazos, HelpoHHAS ceMb, pACNO3HABAHUe, 3auLyMIeHuUe,
ceeHepuposanHoe uszobpaicenue, obyuenue Ha 3aUYMIEHHBIX 8b1O0PKAX, IMATOHHbIE 3HAYEHUS.
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