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Universals (from Latin “universalis” — general) — general concepts — are a subject matter of lo-
gicians since the ancient times. The question of universals represents the eternal issues. The nature
of universals was thoroughly studied the philosophers of the Middle Ages. In IX—XIV centuries
the scholastics continued the discussion about the essence of universals: do they really exist or are
they certain names? The supporters of realism claimed that universals really existed and preceded
the emergence of singular objects. Nominalists (from the Latin word ‘nomen’ — name) defended
the contrary view point.

In the article we emphasize the linguistic aspect. Mathematical linguistics develops methods of
learning natural and formal languages. Linguistics, logic and mathematics are closely connected. Be-
sides, there exists psycholinguistics as well. In our paper we consider current difficult sections: logic
and linguistics of non-formalized and even non-formalizable concepts, the topic closely adjacent
with the one discussed in the book by T.K. Kerimov of the same name. These sections broaden
the opportunities of studying complex systems of logic and linguistics. As it was noted by the authors
of “Mathematical linguistics” (R.G. Piotrovsky, K.B. Bektaev, A.A. Piotrovskaya) mathematics and
a natural language represent semantic systems of information transfer. Moreover, there occurred
a verbal analysis of mathematical problems solution.

Language universal, a feature common for all the languages, is a kind of generalization of
the language concept. The existential assertion of universals gives the opportunity to formulate
a more grounded theory and practice of linguistics. The language universal determination is based
both on extrapolation and empirical matter.
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Introduction

The ancient concept of universals as general concepts is still topical. The language is changing,
the new terms are being coined but the problem of universals as such is not vanishing. This term is con-
nected with many new important concepts, such as, for example, the problem of language description,
that of name nature etc. Mathematical linguistics develops both a formal apparatus of language descrip-
tion and a semantic one. Structural linguistics is a linguistic discipline within the scope of which a lan-
guage is considered in terms of its structure as a formal system.

Overview

We apply a proposed “principle of external classification” and that of recognition of the phenomena
which have not been recognized so far. Thus, the problems of predicting technological properties of
mixtures have been solved this way since 1970 at the Mathematical programming department in Institute
of Mathematics and Mechanics of the Ural Branch of the Russian Academy of Sciences, including metal
manufacturing simulation problems where raw materials simulation represents a difficult problem of
recognition. The fact that raw materials for the metallurgical processes are a complex structure is taken
into account in these models.

At present we are solving a problem of properties recognition of material mixtures on the basis of
neural networks. At the Mathematical programming department the subject of mixing (of materials,
technologies, algorithms) is traditional, for example, in mining industry, in metallurgy it is seen in
charge mixtures property prediction. The articles on the issue were found in Bourbaki’s [1]. Committee
method applies algorithm mixing as well [2—-3]. In general, the issue is related to collective decisions in
operation research problems.

When modeling technical and economic problems, certain non-formalized concepts can occur, and
this is when we apply identification methods based on neural networks [4].
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We are considering the ancient problem of universals and general concepts on the basis of mo-
dern developments in algorithm theory and in mathematical linguistics. This issue is highly topical in
its connection with the problem of factor and feature name in the problems of data and knowledge
processing.

We also use the general nominalism principle when modelling unique objects in the sense that we
consider singular reality as a single and exclusive one. Nominalism is an interpretation paradigm provi-
ding a semantic domination of a specific singularity over the abstraction of the general.

Structuralism

Structuralism is a set of holistic trends emerging first in the Humanities. It turned out that the first
structuralists were Russian Eurasianists: N. Trubetskoy, R. Jakobson, P. Savitsky. Their researches refer
to the 1920’s — 1930’s. First this trend emerged in the field of linguistics, N. Marr was opposing to this
trend [5], F. de Saussure came up with another ideology and a bit earlier. From his point of view a lan-
guage is a certain structure that does not depend on the objects it expresses. Saussure also specified
the two sides of language elements exchange (e.g. words). He likened words to money: money is ex-
changed for material things on the one hand, and on the other hand, it is exchanged for some other sign
units (money, securities). The same happens to words: on the one hand, there are links to references, on
the other — there is an existence of words in the sign structure.

In this way Russian structuralism is connected with mathematical linguistics, Eurasianism, psycho-
analysis. This is the Prague School of linguistics, established by the philosophers exiled from Russia.

No matter how strange it may be, even J. Stalin, “the main coryphaeus in all the sciences” with his
research “Linguistic questions” has a relation to this topic. In the same way, N. Marr should be men-
tioned who is marked by his rich imagination: he considered language as a superstructure and he devel-
oped a theory of language stageness.

This material is found in P. Sériot’s book “Structure and the whole”, covering the intellectual
sourced of structuralism in Central and East Europe [6].

C. Lévi-Strauss used a structural approach in ethnographic research [7].

In reality in its pure state structuralism is connected with the research of relation and operation al-
gebra, in a certain sense this is an abstract algebra, not without reason mathematical structuralists are
associated with N. Bourbaki. In the field of the Humanities C. Lévi-Strauss approached to this trend:
he spoke of oppositions and correlations.

F. de Saussure states about a conscious object construction, this can be considered a compliance
with nominalism; according to N. Trubetskoy an object initially exists as an organic integrity and it cor-
responds to the realism principle. F. de Saussure states that a language has nothing but differences.

Philosophical structuralism in France emerged in 1960’s, becoming a fashionable trend and pushing
existentialism aside [8-9].

In their very primitive form these approaches are implemented in the form of frequency analysis of
words in texts. Actually it is connected with the notion of p-committees as such a system of elements
where more than pth part of the elements of the system satisfies every predicate.

Structuralist approach enables to formalize the non-formalized, it is shown within the mathematical
synthesis of choice and diagnostics.

Unconventional formation of nonintrinsic objects (connected with controversial dispatching sys-
tems) is possible on the basis of committee constructions introduced by us and formally studied which
enable to generalize the concept of object existence.

Russian structuralism and factor analysis

When I got engaged into factor analysis, the factor name problem forced me to address to mathe-
matical linguistics, and linguistics — to mathematical structuralism. All of this turned out very interesting
for me. I had to find out how to evaluate the factor names objectively.

As it turned out, the principal trends in these fields are Eurasianism, Russian structuralism and Rus-
sian linguistics, though the forerunner of structuralism is F. de Saussure (1857-1913) [10]. Structural
linguistics is a study of language as a system where all the elements are interconnected. F. de Saussure is
a Swiss linguist who did the groundwork for semiotics (semiology) and structural linguistics. Semiology
is a part of social psychology, it is a science of sign systems. Linguistics is a part of semiology.
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Russian linguistics is rooted in European dispute about the limits between the natural and social sci-
ences.

Russian philosophers and philologists exiled by L. Lenin from Russia moved to Europe. The Rus-
sian school — the Prague School of linguistics — was established in Prague. R. Jacobson, N. Trubetskoy,
P. Savitsky and others started to work. The Russian structuralism connected to linguistics emerged.

Here it should be mentioned about N. Marr. A great number of questions arise but I will talk only
about the most important. Marr Nicholas Yakovlevich (1864—-1934), academician since 1912, Vice-
president of Academy of Sciences of The USSR, orientalist and specialist in Caucasian studies. The son
of a Scottish father and a Georgian mother. Spoke many Caucasian and European languages. He is hon-
ored in Armenia and Georgia. He created “a new theory of the language” about Semitic and Kartvelian
relations, developed Japhetic theory (Japhet is Noah’s son). In every language N. Marr would find
a Japhetic element. In 1926 he started to draw his theory close to Marxism. He demonstrated an unlimi-
ted imagination, stating that a language is a superstructure over the social and economic basis. During
the Congress of the All-Union Communist party (Bolsheviks) in 1929 he made a speech on behalf of
the scientists directly after Stalin. Many thought that in 1920 he was mentally sick. In 1950 his teaching
was debunked.

In 1960°s the French structuralism emerged (C. Lévi-Strauss and others).

There are two principal trends in mathematical linguistics: statistical analysis of texts and problem
of translation from one language into another, the main tools are dictionaries.

The problem of factor names is also connected with that of translation. This field — the problem of
translation — was managed by Alexey Andreevich Lyapunov. The quality of translation required the par-
ticipation of philologists and linguists. Lyapunov invited Igor Alexandrovich Melchuk who revealed
the necessity of deep dive into philology and also the fact that everything related to the problem of trans-
lation hinges on dictionary. This way, he noticed the impairment of Lyapunov’s approach. Besides di-
rect programming a text meaning analysis is needed as well. Nowadays Melchuk lives in Canada, he is
the most prominent specialist in the problem of translation. He has developed the ‘meaning-text’ proce-
dures necessary for translation problem.

He has also developed an explanatory combinatorial dictionary of the Russian language. It is of
a special kind, the main component of language model in the ‘meaning-text’ theory.

Moreover, linguistic analysis includes the following parts:

Syntax-semantics-pragmatics.

To solve the problem of naming we suggest the following scheme:

Objects are x € X, their names: w(x). In general, we obtain a broadened object entry: [x; w(x)].

The neighborhood of the object is syntactic and semantic.

Hence, the factor name is in the intersection of neighborhoods, with the initial object removed from
the close objects.

The Russian structuralism in 1980°s was the structuralism of mathematicians: application package
structure was studied and I participated in it.

Modern application packages are complex software systems with a multitude of functions.

Data and knowledge processing

In 1960 N. Bourbaki in his treatise “Elements of mathematics” [11] announced about his program
of examination of all or almost all mathematics on the basis of the set theory. Mathematical objects are
considered as sets, provided with this or that structure. A multivolume edition by N. Bourbaki “Elements
of mathematics” is supplemented with the works of N. Bourbaki’s seminar, the main goal is to make the
most prominent mathematical achievements accessible for practitioners. Methodological basis is struc-
turalism.

In economics structuralism appears in the works on mathematical economics e.g. the works by
J.von Neumann on games theory and capital growth model in diversified economy [12], the work by
K. Arrow on collective methods of decision making and his impossibility theorem of agreement of seve-
ral criteria of effective solution choice [13]. This theorem is supplemented with the Mazurov’s theorem
[14] of the possibility of collective diagnostics of objects and situations. As it turned out, choice and di-
agnostics are fundamentally different problems. Diagnostics is easier in some way but for example psy-
chological diagnostics requires application of rigorously substantiated mathematical methods.
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In metal production economy both technology mixtures and material mixtures — charge mixtures —
are applied. The same refers both to composite materials production and powder metallurgy.

Choice and agreement

Many problems of effective choice of technology turn out to be incompatible and non-formalized.
Moreover, they can also be non-formalizable. It is often necessary to choose the effective technology.
In this case we find maximum installed joint subproblems and minimum installed disjoint ones. In these
situations no ordinary decision can be found but we broaden the notions of compatibility, introducing
generalization of decision concept, e.g. introducing the decision cycles of maximum joint subsystems of
initial condition system. In this case we apply synthesis and analysis of artificial neural networks
(ANN).

ANN is a mathematical model of a natural system of formal neurons for data and knowledge pro-
cessing. It has a basic difference from ordinary algorithms, there an input data flow plays a role of
a programmer. The connectionism principle is implemented in this model.

There is also a semantic approach to the problem of factor naming through words neighbourhood
description, where all the words close in meaning are included.

The sets named in the process of nomination have a higher status than those unnamed.

In the ancient times a name was considered to be mystically connected to its owner, to reflect
his/her character and even destiny. Here even unnamed sets occur.

One of the examples of unnamed sets was specially devised by Borges.

Let W be a word set. We use a direct product

WxR",
working with the elements from this production.

The proposed method (we specify it as FM-method (factor-method) applies both metrics in
the word space and other linguistic models. It involves the following.

Let there be given: table A = objects/features as well as the names of the objects and features. It is
required to find:

Aggregative features — feature factors — and their names (direct problem);

Aggregative objects — object factor — and their names (dual problem);

Matrix FA: object factors/feature factors.

We use: interrelation of direct and dual problems.

To determine the factors we use taxonomy (cluster analysis).

To determine the names we apply mathematical linguistics.

It is required to compare:

— a direct problem with a dual one;

— F-method with FS method, where FS is a method of statistical factor analysis, FM — modified
method;

— FM-method with the method of principal components.

To determine the factors, taxonomy is applied. Taxon involves features and their names. We build
names neighborhoods and in their intersection we determine the factor name.

To determine objective factor names, mathematical linguistics is applied. The statement of the prob-
lem: a long word composed of feature names.

Example: technology aggregation in the problems of linear programming (LP). Search of factors is
the identification of technology aggregation names when aggregating LP problem statement.

In particular in LP problem the statement is as follows:

>v; x; < b, x; is intensity of v; technology application, x; > 0.

Here v; — vector is a column of resources cost per unit. When aggregating we obtain a vector — column
v~i. Technology names are specified. Technology aggregation names are found by means of our factor
naming technology.

Conclusion
The concept of universals we use in data and knowledge processes are considered in this article.
The factor analysis and structuralism are applied to such processes.
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YHUBEPCAJIUN N MATEMATUYECKAA JINMHIBUCTUKA

Bn.[]. Masypos, E.FO. lNonsikosa

Ypanbckut ¢pedepanbHbili yHUsepcumem um. nepsozo lNpesudeHma Poccuu b.H. EnbyuHa,
2. EkamepuHb6ype, Poccus

YHuBepcanuu (0T JTaTHHCKOTO universalis — oOmuif) — obmie MOHATHSA — HIpeAMeT U3ydeHHs
JIOTHKOB ¢ JApeBHeHmX BpeMEH. Bonpoc 00 yHHBepCcaIMsIxX OTHOCUTCS K pa3psiay BEUHBIX IPOOIEM.
Oco0eHHO MHTEHCHUBHO MPUPO/Ia YHUBepcanui nzydanack punocopamu CpenreBexoBbs. B IX—XIV Be-
Kax MpOoJOoJDKajIachk TUCKYCCHS CPEIH CXOJACTOB O CYIIHOCTH YHHUBEPCAIMH: CYIIECTBYIOT JIH OHH
peanbHO WM 3TO TOJBKO HEKOTOphle HaMMEHOBaHMA? CTOPOHHHMKH peanu3Ma YTBEPXKAAIH, YTO
YHHMBEPCAJINH PEalbHO CYIIECTBYIOT U MPEANICCTBYIOT BOSHUKHOBEHHUIO SMHUIHBIX 00bekToB. Ho-
MHHQJIUCTHI (OT JATHHCKOTO NOmen — UMsl) OTCTAUBAJIM IPOTHUBOIIOIOKHYIO TOUKY 3pEHUSI.

B naHHOI cTaThe MBI enaeM akKIEHT Ha JIMHIBUCTHKE. MaTeMaTndeckasl JMHIBUCTHKA pa3pa-
0aThIBAaCT METO/BI M3YYEHHS €CTECTBEHHBIX M ()OPMABHBIX S3bIKOB. JINHIBUCTHKA, JIOTHKA M MaTe-
MaThKa TEeCHO cBs3aHbl. KpoMme Toro, cymiecTByeT emé ICHXOJMHIBHCTHKA. B Hammx paboTax MBI
paccMaTrpuBaeM COBPEMEHHBIE TPYIHbBIE pa3/elibl: JIOTUKY W JIMHTBUCTUKY HE(OPMAaIN30BAHHBIX U
Jaxe HepopMmannzyeMblx noHsTHi. K 3ol Teme Gim3ka TeMa Hepa3pelMMOCTH, oOcyXaaemas B
onHonmenHoit kaure T.K. KepumoBa. D1u pa3zaens! pacuipsaioT BO3MOKHOCTH U3YUCHHSI CIIOKHBIX

58 Bulletin of the South Ural State University. Ser. Computer Technologies, Automatic Control, Radio Electronics.
2018, vol. 18, no. 2, pp. 54-59



Ma3sypoe Bn./[]., lNonsikosa E.FO. YHueepcanuu u mMamemamuyeckasi JuH28ucmMuKa

CHCTEM JIOTMKH W JIMHTBUCTHKH. Kak 3aMeTwinm aBTOpHI KHUTH «Maremarndeckasl JTHHTBHCTHKA»
(P.T'. IMuotporckuii, K.b. bekrae, A.A. IInoTpoBcKas), MaTeMaTHKa W CCTCCTBCHHBIA S3BIK CYTh
CEeMaHTHYECKHE CHCTeMBI nepenaun uHpopManuu. bosee Toro, Bo3HUK BepOajbHBIH aHAIN3 pelle-
HHUH MaTeMaTHYEeCKHX 3a/1a4.

SI3bIKOBast yHHBEpCaIUsl — CBOHCTBO, TPHUCYIIEE BCEM SI3bIKaM — HEKOTOpOoe 0000IIeHNe MTOHS-
THSL O sI3bIKE. DK3UCTEHIMAIBGHOE YTBEP)KACHHE 00 YHHBEpCAIUAX NaéT BO3MOXKHOCTH Oosiee 0boc-
HOBAHHOW TEOPUH WM NPAKTHKH JIMHTBUCTHKHU. Y CTAHOBJICHUE S3bIKOBOI YHUBEpCANIWH OCHOBAHO U
Ha 3KCTPAIOJIAIIH, ¥ HAa SMIINPUYECKOM MaTepHae.

Kniouegvie crnosa: obwue nonamus, Mamemamuyeckas IUH28UCMUKA, HeUPOHHbIE CeMuU, CMECH.
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