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The question of the existence of a committee of a system of linear inequalities under additional
conditions is considered. The most part of the article is devoted to the results of the research con-
ducted by VI.D. Mazurov and M.Y. Khachai on the committees of systems of linear inequalities.
The given article represents the continuation of the results. The question of the proofs of the results
in infinite-dimensional case is answered. This is the most difficult part of the problem.

The committee of a system of algebraic inequalities is an ordered set of decision rules on
the basis of which the final procedure of decision making is formed.

The problem of committee construction and their application in economics and technics is topi-
cal since their initial formulation often contains controversies and non-formalized parts. Therein
the system of homogeneous linear inequalities with an infinite set of indices is considered. Solution
set can be empty as well. The conditions are proved under which there exist a committee of the sys-
tem. As it follows from the theorem when the number of limit points in the left parts of inequalities
is finite then the problem is reduced to that of construction of mutually independent committees.
The example is given.

At present factor analysis with the similar features is becoming increasingly important, the given
mathematical apparatus can be applied to them as well.

Further on, these methods are applied in psychology including a depth one the research of
which was initiated by Carl Jung.
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Introduction

The subject matter of the article is topical what can be proved by the recently published works by
F.P. Chernavin on the application of committee constructions in business and those by D.V. Gilev on
mathematical medicine. The crux of the problem is that it is necessary to apply more complex decision
rules. In particular, the exact theorems of committee methods justification are proved. These methods
are valuable due to the opportunity of solving more complex problems of decision making. The proofs
by M.Yu. Khachay are cited and included in the text of the article.

1. Sufficient conditions of committee solvability

This part refers to a system of homogeneous linear inequalities

(€, x) >0 (@d €M), (1.1)
where x,c, € R™,M — an infinite set of indices. Before formulating and proving the theorem, stating
the sufficient conditions of existence of (1.1) system committee, let us prove two preliminary lemmas of
a relatively general nature.

Lemma 1.1. Suppose a finite system (Cj,x) > 0 (j € Np,) satisfies the condition VA € R,Vi,j €
€ Ny ¢j + Ac; # 0.

Therefore for any K = (kq, k5, ..., k;n) sequence consisting of m natural numbers of the same parity,
a committee Q = {x?, ..., x4} will be found such that Vj € Ny, [{i: (¢;, x*) > 0}| — |{i: (¢;, x*) > 0}| —
—|{i: (cj, xi) < 0}| = k;j, that is, in other words, there will be found a committee voting for j-inequality
with k; vote edge.
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Proof. 1* case. All numbers kq, ..., k,, are even. Let us apply to our system, which is committee
solvable according to the statement, the algorithm of committee construction based on the proof of ex-
istence theorem [4, 5] according to which for any ¢; vector the xJ point is found such that (cj,xf ) =0,
(cix?) #0 (i #j). As a result a set Q = {x* + ecy, —x* + €cy, ..., x™ + €Cp, —x™ + ¢y, } at suffi-
ciently small € is a system committee, vectors x/ + &Cj, —x/ + ec; satisfying j-inequality, and exactly
one vector from each pair x! + £Cj, —xt+ e¢j (i # J) satisfying it.

Let us consider a new set Q" which is different from Q in that j-pair of elements from Q is repro-
duced k;/2 times. This Q" set is the required committee because it contains k; + -+ + k;,, members out of
which 2*(kj/2) +ky/2+ - +kji_1/2+kj1/2+ -+ Ky /2 vectors satisfy j-inequality, therefore
|{i: (Cj,xi) > 0}| - |{i: (Cj,xi) < 0}| = kj, as was to be proved.

2" case. All numbers k, ..., k,, are odd. Let us consider a O committee, obtained by means of
the method of projection on the plane [5, 6]. Then the committee will have the following property:

O has an odd number of members (this number corresponds to the number of projection of maxi-
mum (in sense of including) inconsistent subsystem, k + 1 vectors out of 2k + 1 vectors of O commit-
tee satisfying j-inequality. Let us consider the sequence of even numbers k; — 1, ..., k;;; — 1. According
to the 1% case, there will be found a set Q" = {x!,..,x9} such that Vj € Nm|{i: (cj,xi) > O}| —
—|{i: (¢ x) <0} =k; — 1.

Combining sets O and Q” we will obtain the required system committee. The lemma is proved.

Comment 1.1. It is easily seen that the requirement of numbers k4, k,, ..., k,, positivity is not essen-
tial. It is sufficient to consider arbitrary integral numbers of the same parity, in this case the set obtained
will not represent a committee.

Lemma 1.2. Suppose a set of vectors C € R" satisfies the conditions

1) VAeER,Vc,c"eC "+ Ac” #0.

2) The number of limit points of set {c/||c||: ¢ € C} is finite. Then for every vector ¢ such that
c*/||c*|| is an isolated point of set {£ c/||c|| : ¢ € C} there will be found two vectors h4, h, such that

D (hy,¢™) >0,((hz,c”) > 0;

2) vdec(d=#c")((h,d)>0,(hy,d)<00r(hy,d) <0,(hyd) > 0.

Proof. Without limiting the generalities, we will consider that the norms of all vectors from C are
equal to 1. Let us consider an arbitrary isolated point ¢* € C. Suppose ¢y, C, ..., Cp, are limit points of
C set. It is evident that [[ci|| = [lcz|l = = |lcull =1 and Vic* # Zc;. Then it is evident that
3h e R™ (h,c*) =0,(h,c;) #0i € 1,m.

Let us denote A = inf|(h, ¢)| where ¢ € C\{c: (h,c) = 0}. Let us demonstrate that A > 0 by con-
tradiction. Suppose A = 0. Then there can be found such a sequence c, such that (h,c,) = 0 with
n — oo and vn(h,c,) # 0. Since {c,} S C and C is limited (norms of all vectors are equal to 1), then
Cn = Co with n — oo, Therefore, ¢y is a limit point of C set and at the same time due to continuity of
scalar product (h,, cy) = 0. It contradicts the choice of vector /.

Let us note that the number of points from C belonging to hyperplane {x: (h, x) = 0} is not more
than finite because otherwise there can be found a limit point of C set belonging to hyperplane and that
is not possible. Suppose d4,d,, ..., d, are the points from C such that (h,d;) = 0. Since c¢* is not collin-
ear with d; then [3] 3p € R™: (p,c*) = 0,(p,d;) # 0 i € 1, 7.

Let us consider vector h + &p, where 0 < & < A/||p|l. Then firstly, (h + & p,c*) = (h,c*) +
+¢&,(p,c*) = 0. Secondly, Vc € C\{c*} h+&p #0.

Indeed, for points belonging to hyperplane {x: (h,x) = 0} we have (h+ &p,d;) = (h, d;) +
+e,(pd) =& (p,d) #0. If ce€C\{c:(h,c)=0} then [(h+e&p,c)l=]|hc)+epc)l=>
> |(h, )| — &|(p,c)| = 2 — &lpll > 0. Let us denote 1, = min|(h + &,p, )|, c € C\{c*}. Since C\{c*}
is compact (c* is an isolated point), then A, > 0. Let hy = h+ gp + &¢", hy, = —h — gp + &¢”,
where 0 < & < A,. Let us demonstrate that hq,h, are the required ones. Actually (hq,c*) =
=(h+¢&p,c’)+&(c*, c*) = & > 0. By analogy (hy, c*) > 0. Let us consider now an arbitrary point
c € C\{c*}. Since |(h + &.p,¢)| = A, > & = &|(c”, ¢)|, then numbers (hy, c) and (h,, ¢) have a diffe-
rent sign. Therefore, vectors h4, h, are the required ones. The lemma is proved.
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Theorem 1.1. Suppose for a system (c,, x) > 0 (a € M) the following conditions are met:

1) Among vectors ¢, there exist no null or opposite ones.

2) The number of limit points of set {c, /||c, ||} is not more than finite.

3) Ifc,—c € {c,/llc, ||} then with sufficiently small £ > 0 there exists a committee Q = {x?, ..., x9}
of subsystem (cg, x) > 0,a € M(c, —c, €) such that Vd # c:d, —d € {c,/lIc,|I} (x/,d) # 0.

Then there exists a system committee (c,,x) > 0 (a € M).

Proof. Suppose dq, ..., dy, €1, —Cq, ..., Cmp, —Cp are all limit points of set {c,/||c,||}. According to
condition 3) for every pair c¢;, —c;there will be found a set of points Q; which represent at certain
g > 0 a subsystem committee (cy, x) > 0,a € M(c;, —c;, €;). We will suppose that € is the same for
all committees (it is suffice to let €5 = mine;). Let us calculate the impact of the combined set
Ki=0Q,UQj_1UQj41V ..U Qp on j-point ¢; notably: let us assign number k; defined in the fol-
lowing way to every vector ¢;:

ki = |{x € K;: (¢;, x) > 0}| = [{x € Kj: (¢;,x) < 0}] je L,m.

We can suppose that the number of members in any committee ¢; is odd, then it is easily seen that
all numbers k4, k,, ..., k,, have the same parity (dependent on m). Since among vectors ¢4, Cy, ..., Cy,
there are no null or collinear ones, then we have a right to apply lemma 1.1 according to which there will
be found a set Q* such that:

{yeQ:(c.y) >0} -{yeQ:(c.y) <0} =-k jelm

From the theorem statement and lemma 1 conclusion it follows that

vy € K;uQ* (¢;,y) #0j€1,m.

Since the set of vectors K; U Q™ is finite, then for the sufficiently small & > 0 the following state-
ment is correct Vx € OSl(cj),Vy € K; U Q" sgn(x,y) = sgn(cj,y) jE1,m.

Suppose that €; < €y. Let us consider a set Q = Q* U Q1 U ...U @Q,,. Let us demonstrate that Q is
a committee of a subsystem (c,,x) > 0,a € M(cy,—¢1,€1) U ..U M(Cpyp, —Cm, €1). Indeed, suppose ¢,
is such that a € M(cj, —¢j, 21) for some j € 1, m. Then ifﬁ € OSl(cj), then

[y € Q: (cayy) > 0} = [{y € Q: (¢, ¥) < 0}| = {y € Q": (cq, ) > O} -

—{y € Q": (ca,y) < 0} + [{y € Kj: (0, ) > O} — [{y € K}z (ca, ¥) < O}] +

+{y € Q)i (e y) > 0}| = |{y € Qs (e y) < 0}| = |{y € @": (1, ¥) > 0}| =

e (gy) <o}l +[{y ek (qy)>0}| - [{y € K;: (c;y) < 0}| +

+{y € Qj:(ca,y) >0} = |[{y € Qj: (cay) <O} =kj — kj + |[{y € Qj: (ca,y) > 0}| —

—{y € Qj: (ca,y) < 0}| > 0.

For cq/|lcqll € Og1(—c;) the given inequality is verified in the same way. So, Q is the committee.

Let us consider points d4, ..., d,-. Since among d4, ..., d,, ¢y, ..., Cy there no null or collinear ones,
then similarly to the existence theorem in case of a finite system [4], there will be found a set
P; = {hy, h,, ..., hyr_1, hyy} such that

1) (hyi—1,dy) >0, (hyi, dy) >0, (hyj,d;i)(hyjoy,di) <O i #j,i,j €L

2) (hZi—l'Cj) <0 l,] € 1,7'.

Since all inequalities are strict, they still stand when substituting d4, ..., d;, ¢4, ..., ¢, for the points
from the corresponding g-neighbourhoods (at sufficiently small €). We will suppose that € < ;. Accor-
ding to lemma 1, having reproduced every pair hy;_4, hy; sufficient number of times and obtained a new
set P, we will achieve that Q U P will be a subsystem committee.

(cq»x) > 0, where ¢, /||c,ll lies in e-neighbourhood of some limit point. It happens due to the fact
that when voting close to points dy,...,d,, the impact of P prevails, and when voting close to
€1, —Cq -, Cyp, —Cpthe members of P set compensate each other in pairs.

Let us consider those c,which do not belong to this system, their finite number. Let us denote
all these points fi, f5, ... fx. Let us apply lemma 2 for those f; where |{y € Q U P:(f;,y) > 0}| —
-{y€eQUP:(fi,y) <0} =24 <0.
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Having obtained W set according to lemma 2 and having reproduced i-pair —A; + 1 times in it,
we will obtain W set and thus we will construct the required committee Q UP U W’ of our system.
The theorem is proved.

The given theorem shows that in case of a finite number of limit points of set {c,/||c, ||} the prob-
lem of finding a system committee reduces to the problem of finding independent committees close to
the limit point. The only restriction put to the certain committee is that the limit points (except for
the one in the e-neighbourhood of which the given committee is separating) shall not be laid in
the hyperplanes forming the set. In fact, the restriction is not too strict nevertheless it is essential. More-
over, as the following example shows, when the number of space dimensions is more than two, even
the fact of local consistency of the system close to every limit point does not secure that the whole sys-
tem will be committee solvable.

Example 1.1. Let us consider the problem of 4 and B set separation by linear functionals in R3
space. Suppose there exist four semispheres tangent to planes x; = 0 in points ¢; = [0,1,1] and
¢, = [0,—1,1]. Note that vectors c¢; and ¢, are not collinear. Suppose sets 4 and B are isolated points on
the semispheres condensing when approaching c; and c,. Thus, the set of limit points A U B is two-
element. Near each of them there exists a single separating hyperplane whereas there exists no commit-
tee separating sets 4 and B since the hyperplanes (it is easily seen that they are to be present as
the members in any committee) mutually destroy each other because they always vote in the contrary
way [6].

Theorem 1.2. Suppose system (c,, x) > 0 (a € M) satisfies the following conditions:

1) Among vectors ¢, there exist no null or opposite ones.

2) Any consistent subsystem is a part of a certain maximum consistent subsystem.

3) The set of all p-subsystems is finite.

Then the system is committee solvable.

Proof. Suppose hq, h,, ..., by, represent some solutions of all diverse p-subsystems. Let us assign
an ordered set of m numbers e, = {2y, 2, ..., Z,, } to every vector ¢, where
_(1,if (cq hy) >0,

B {—1, if (cq,hi) <0.
Two vectors ¢, and cg will be assumed as equivalent if e, = eg. Thus, the whole set {c,} is divided

i

into a finite number of classes: {c,} = C; U C, U ... U Cy. One class includes the vectors indiscernible in
terms of maximum consistent subsystems. Let us take one arbitrary representative from every class. Let
us denote them as ¢4, 3, ..., €. Among vectors ¢y, €5, ..., i, there exist no null or opposite ones therefore

there will be found a committee K = {x',x?,...,x7} of subsystem (c;,x) >0 j € 1,k. For every
i €1,q we assignaset J; = {j €1, k: (cj,xi) > O}.

Let us consider a subsystem (c;, x%) > 0. Since this subsystem is consistent then according to condi-
tion 2) there exists a maximum consistent subsystem the index of which has J;. Suppose y; is a certain
solution of this p-subsystem. We can assume that y; € {hq, hy, ..., h,, }. But then the set {y;, y,, ..., Vi } is
a committee of the initial system because for any point of the same class the members of the given set
vote equally. The theorem is proved [3].

Note that when analyzing committee solvability of a finite system of linear inequalities it is suf-
ficient to consider committees made up of solutions of some of the maximum consistent subsystems of
the system. It happens due to the fact that the index of every consistent subsystem is included in the in-
dex of some p-subsystem. As a result the assertion [5] is proved that states that among minimum system
committees (cj,x) > 0 (j € Ny,) there exists the one where all members constitute the solutions of
some p-subsystems. The given and its basic assertions occur incorrect in case of infinite system of linear
inequalities in spaces with the number dimensions is more than two. For this very reason condition 2) in
the theorem is essential. The mentioned above confirms the following example.

Example 1.2. Consider a system:

0xq + 2x5 +x3 > 0,

(1/n®)x; + (1/n)x, + x3 <0,

—(1/n®)x; +(A/n)x, +x3 >0n=1,2,...
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Every finite subsystem of the given system is consistent. The only p-subsystem is:

(1/n®)x; + (1/n)x, + x3 <0,

—(1/n®)x; + (1 /n)x, +x3 >0,n=1,2, ...
i.e. there exists no maximum (in sense of including) inconsistent subsystem that could include the first ine-
quality. One of the minimum committees is the set: y! = [—1,0,0],y% = [-1,0,2],¥3 =[0,1,—1.5]
while y2, y3are not the solutions of p-subsystems [6].

2. Committees of systems of linear heterogeneous inequalities

In this part we will consider a question of existence of a committee of a linear inequality system
(cq»x) > b, (@ € M). Note that it becomes necessary to consider systems of heterogeneous linear
inequalities separately in terms of their committee solvability due to the infinite number of inequalities
in the system since in case of a finite system the following assertion is correct.

Assertion [4, 6]. Existence of a collective solution of a homogeneous system (cj,x) >0( € Ny)
entails existence of a collective solution of a heterogeneous system (cj, x) > b; (j € N,,) with arbitrary
numbers by, by, ..., by,. It is easy to bring the example showing that in case of infinite systems the given
assertion is incorrect. Therefore the problem of the search of the necessary conditions for committee
solvability of heterogeneous systems arises. We will assume that among vectors ¢, there exist no null
ones. Then holds

Theorem 2.1. For a committee of the system (cq,x) > b, (@ € M) to exist it is necessary that
the set {b,/||c, ||} is limited from above i.e. L > 0: b, /||c, || < L for all @ € M [4].

Proof. By contradiction. Suppose there is a set Q = {x1,x2,...,x9} which is a system committee,
the set {b,/||c, ||} not being limited from above. Therefore there will be found a sequence b,,/||c, || = +oo.
Suppose K = max{”xi”}. Then we get |(ca/||ca||,xi)| < ||xl|| < K. Therefore starting from some
number m withn > m

(cu/Neall, %) = bu/lleall < 0 Vi € {1,2, ..q3.

It contradicts the fact that q is a committee. The theorem is proved.

As a rule the problem of finding committee constructions for homogeneous inequality systems is
easier than that for the relative heterogeneous ones. In some cases it can be applied. For the systems over
R? space the following theorem holds true.

Theorem 2.2. Suppose the following conditions are met for a system of heterogeneous linear
inequalities ¢y, x) > b, (a € M) over R?:

1) 3N € R:by/llcqll < N;

2) Ifc,—c € {c,/llcyll}, then there exist such numbers € > 0,L > 0 that b, /|(c,, c)| < L where
a € M(c,—c,¢), (c,ct) =0, ct#0.

Then the existence of a committee of a homogeneous system (c,,x) > 0 entails the existence of
a committee of a system (cg, x) > b, (a € M) [5].

Proof. Without restricting the generality it can be assumed that among c, there exist no like-
directed vectors since otherwise out of all inequalities (c,/llcgll,x) > by /llcq |l With the identical left
part it is sufficient to leave only one which has the maximum right part without breaking the line of
argument.

Suppose K is a committee of a system (cq, x) > 0 made up from the solutions of different maxi-
mum consistent subsystems. Then all the points of K committee can be divided into two groups:
K ={x%,x?,..,x7} U {y',y?,...,y*}. The first group includes those vectors x* for which will be found
¢, —c € {cy/|lcell} such that (xi, C) = 0. The second group includes all other vectors y*. Let us consider
an arbitrary point y* € {y!,y?, ..., y*} and a line (yi, x) = (. By definition at least one of the two points
of intersection of the given line with the unit circle does not represent a limit point of the set {c,/||c,|I3.
Therefore turning vector y! by a sufficiently small angle, we can achieve that none of the points of
intersection represents a limit one, at the same time K will still be the committee of the system
(¢4, x) > 0. Then it can be easily seen that A; = inf(ca/llcall ,yi) > 0, where inf is taken for such c,
where (ca,yi) > 0. Let us demonstrate that at sufficiently large A >0: (ca,yi) >0=

. N . .
= (cq,Ay') > b,. Suppose A= G Then we have (cqAy") = Alcll(ca/llcall,y?) =
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> AlcgllA; = N|lcgllA;/min (1;) > b,. Now let us consider an arbitrary point x' € {x!,x?,...,x9}.
Then the line (xi, x) = 0 intersects the unit circle in points ¢ and —¢ which are the limit points of the set
{ca/llcell}- Let us find such a number y; > 0 that for the arbitrary vector ¢, /||c||(a € M) falling within
e-neighbourhood of ¢ and —¢ point (¢, x¥) > 0 = (cg, pix?) > b, will be true. Suppose p; = L||cl||/||xi||.
Then (cq, pix") = pil!{| (ca x*/I|%7[1) = wallc*{[1 (e e/l DI > pl|%*||Ba/ (Ll 1) = bg. For vec-
tors ¢, not falling within e-neighbourhood of points ¢ and —¢ such that (cg, x") > 0 the following is
true: v; = inf (cy/|lcgll, x) > 0. Therefore, as it was shown above there will be found 1; > 0 such that
for these vectors (Cq,xY) > 0 = (cq,n;ix") > b,. Now it is sufficient to set w; = max {n;, u;} and we
come to a final conclusion: for an arbitrary z member of K committee there will be found such a positive
number A, that (cy,z) > 0 = (cy,4,2) > b,, then it means there exists a required committee of a het-
erogeneous system. The theorem is proved.

Conclusions

1. The concept of committee is applied successfully not only for finite inequality systems but for in-
finite ones as well.

2. Committee decision rules are the means of solution of the problems of infinite separated sets dis-
crimination [1, 2].

References

1. Astaf'ev N.N. Lineynye neravenstva i vypuklost' [Linear Inequalities and Camber]. Moscow,
Nauka Publ., 1982. 153 p.

2. Kolmogorov A.N. Fomin S.V. Elementy teorii funktsiy i funktsional’'nogo analiza [Elements of
the Theory of Functions and Functional Analysis]. Moscow, Nauka Publ., 1976. 543 p.

3. Eremin LI, Mazurov V1.D. Nestatsionarnye protsessy matematicheskogo programmirovaniya
[Non-Ptationary Processes of Mathematical Programming]. Moscow, Nauka Publ., 1979. 288 p.

4. Mazurov V1.D. Metod komitetov v zadachakh optimizatsii i klassifikatsii [Method of Committees
in Problems of Optimization and Classification]. Moscow, Nauka Publ., 1990. 245 p.

5. Mazurov V1.D. Matematicheskie metody raspoznavaniya obrazov [Mathematical Methods of
Recognition of Images]. Ekaterinburg, Ural Univ. Publ., 2010. 101 p.

6. Mazurov V1.D., Hachay M.Yu. [Committee Structures]. News of Ural State Univ., Mathematics
and Mechanics, 1999, iss. 2, no. 14, pp. 77-108. (in Russ.)

Received 12 September 2018

YOK 004.021 DOI: 10.14529/ctcr190110

3K3UCTEHUUANBbHBLIE BONPOCHI KOMUTETHbIX KOHCTPYKLUUA.
YACTD Il

Bn.[]. Masypos™ %, E.I0. Monsikoea®

" Micmumym mamemamuku u mexaHuku um. H.H. Kpacosckozo Ypanbckoao omdeneHus
Poccutickol akademuu Hayk, 2. EkamepuHbype, Poccus,

2 Ypanbckuti pedeparbHbill yHUSepcumem um. nepsozo MpesudeHma Poccuu

b6.H. EnbyuHa, 2. EkamepuHbype, Poccusi

PaccMmatpuBaeTcs BOIpoC O CYIIECTBOBAHMHM KOMHUTETa CHUCTEMBl JIMHEHHBIX HEPaBEHCTB IpH
JIOTIOTHUTENBHBIX YCJIOBUAX. DBONBIIYI0 YacTh CTaThbW 3aHUMAIOT PE3yJIbTaThl HCCIEIOBaHUN
B JI. MazypoBa u M.IO. Xadas mo KOMUTETaM CUCTEM JIMHEHHBIX HEPAaBEHCTB. JlaHHAs CTaThs —
HETIOCPEJCTBEHHOE MPOJIOIDKCHHE ITHX Pe3yNIbTaToB. JJaéTcst OTBET Ha BOIPOC, KAKOBHI JOKA3aTENb-
CTBa THX PE3YNIHTATOB B OCCKOHEYHOMEPHOM ClTydae. ITO OCOOCHHO TPYIHBIN pa3et IpoOIeMEbL.
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Komurer cucremsl anreOpanyeckux HEPABEHCTB — YIOPSIOYCHHOE MHOXKECTBO PEIIAOIINX
MpaBIJI, HA OCHOBAaHUH KOTOPOTO (hopMHpPYETCsi OKOHYATEIIbHAS MTPOLEAYpa MPUHATHS PEIICHHUH.

3agada MOCTPOCHUS KOMHUTETOB M MX HCIIOJIb30BaHUE B 3KOHOMHUKE M TEXHUKE aKTyalbHa, TakK
KaK 4acTo UCXOAHAs UX (POPMYIUPOBKA CONEPIKUT MPOTHBOPEUUs U He(HhOPMAaIU30BaAHHbBIE Pa3ZIeIIbl.
3/1ech pacCMaTpHUBAETCS CUCTEMa OMHOPOJIHBIX JMHEWHBIX HEPAaBEHCTB ¢ OECKOHEYHBIM MHOXECT-
BOM MH/IEKCOB. MHOECTBO pEUICHUH MOXXET OBITh M MYCTHIM. JlOKa3bIBAIOTCA yCIOBHSA, IPH KOTO-
PBIX CYIIECTBYET KOMUTET ATOM CUCTEMBI. M3 3TOI TEOpEeMBI CIeIyeT, YTO KOTIa YUCIIO MPeAeTbHBIX
TOYEK B JICBBIX YACTAX HEPABEHCTB KOHEYHO, TO 3a/la4a CBOIMTCS K 3ajjade IMOCTPOCHHS HE3aBHCH-
MBIX JAPYT OT Jpyra KoMuTeToB. [IpuBoanTCs mpuMep.

B Hacrosimmee Bpemst 0oJbIIoe 3HAUCHHE NMPHOOpETaeT (HPaKTOPHBIN aHAN3 C MOJO0OHBIMU OCO-
OEHHOCTSMMU, U [UIsl HUX TOXKE ITOJXOIUT MpeaaraeéMblii MaTeMaTH4eCKHi arapar.

OTH K€ METOAbI HCIOJIb3YIOTCS U B IICHXOJIOTHH, B TOM YHCIIE TICUXOJIOTHH OECCO3HATENBHOTO,
u3y4deHue KoTopoi Oput0 nHUIMKpoBaHo K. FOHrom.

Kniouegvie cnosa: pacnosnasanue, cucmema HepageHCcme, pazoeieHue MHOICECME.
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