yﬂpaBHEHMe B TEXHNYECKUX CUCTEeMaxX

DOI: 10.14529/ctcr190202

TO THE PROBLEM OF IMPROVE POSITIONING PRECISION
OF ROBOTIC MANIPULATOR UNDER CONDITIONS
OF INCOMPLETE INFORMATION

V.I. Shiryaev, shiriaevvi@susu.ru,
V.P. Shcherbakov, shcherbakovvp@susu.ru,
A.A. Bragina, braginaaa@susu.ru

South Ural State University, Chelyabinsk, Russian Federation

The control algorithm of robotic manipulator (RM) movement along the program trajectory by
the method of Lyapunov function is obtained. The method uses the decomposition of original multi-
ply-connected nonlinear system into subsystems and realizes the possibility of decentralized control
of each of moving RM links. The control signal is formed taking into account the dynamics of RM
mechanical system and electric drives. When constructing the control system, the coefficients of
nonlinear system dynamics equations a constructed in the form of the Lagrange — Maxwell equations
are calculated. The control for the initial nonlinear system is obtained explicitly. The stability of dy-
namical system in entire phase space and its dissipativity in region of phase space are investigated
with a significant influence of disturbing moments in operating conditions. To compensate for them,
an adaptive signal-type additive has been introduced into the control law, which ensures system per-
formance at significant rates of change in power moments on the output shafts of drives. The influ-
ence of measurement errors of RM state vector on the formation of control is taken into account.

In the Acsocad software according to the mathematical model of RM link, a block diagram is
made up with subsystems of gradient tuning and signal adjustment. The movement of one link along
the program trajectory is considered. To take into account the influence of measurement noise on
the values of current, speed and position, blocks with adding a random signal having a normal distri-
bution are added to system. Simulation was performed in the absence and influence of noise on
measurements both at constant values of adjustable coefficients, and using the coefficient gradient
tuning method. Constructed curves of coefficients optimal values to obtain the minimum deviation
value from the program trajectory. The efficiency of using the gradient tuning and signal adjustment
methods when RM is moving in conditions of incomplete information is shown.

Keywords: control, nonlinear systems, Lyapunov functions, bounded disturbances, uncertainty,
dissipativity, limiting set estimation, stability.

Introduction

A manipulation robot is a mechanical system whose dynamics is described by Lagrange's differen-
tial equations. The main difficulties encountered in solving problems of controlling such a mechanical
system are due to its high order, non-linearity and the presence of dynamic interaction between various
degrees of freedom. In the study of nonlinear continuous and discrete control systems, the main method
of analysis with the use of complete models of dynamics is the method of Lyapunov function. It is also
used to study the dissipativity of systems when the values of the constant parameters of the system are
uncertain. At the same time the main objective is to choose a Lyapunov function that would allow to
conduct the analysis effectively enough [1-3]. When solving the problem of synthesis of the control
moments of robot manipulator (RM) by this method, a function that reflects the change in the total ener-
gy of the dynamic system can be chosen as a Lyapunov function that allows to study the behavior of the
phase trajectories of the system in the entire phase space. With this approach, the Lyapunov function is
selected from the first integrals of the motion of the system. Along with the task of constructing a model
when managing a dynamic system, the task of measuring the state vector of a system with limited noise,
which considered in [4-20], is important.
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1. Formulation of the problem

The object of the study is a three-link robot manipulator with electric drives, the full model of
which dynamics is constructed in the form of Lagrange — Maxwell equations [16, 17] and according to
the well-known rules [21] is reduced to a non-linear model by the form of the relationship between its
input and output parameters, defined by the vector differential

i=F(x0.7), (1)
where U = (u;,uy....,u, )T are the input signals, and x =(x,,x,,...,x,, )T are the output signals, which are

determined ambiguously and depend on random factors v = (v1 V) ey Vg )T ,s=1,...,3n.

The dynamic system (1) operates under uncertainty. Along with external disturbances, the quality of
the control is also affected by the disturbances caused by errors in measuring the components of the state
vector of the system.

The problem of tracking the points of a program trajectory with control actions constrained in mag-

nitude is considered. The state vector of the RM x; =(m;.,n;., 1, )T is determined by manipulator gene-

ralized coordinates, given rotation angles nk , A=1,2,3 and angular velocities 1), of the links of the RM,
as well as generalized velocities of electric drives, that is the currents of motor armature windings /7, .
Generalized coordinates and velocities are assumed to be measurable at any specific time. The points of
the program trajectory are given by the generalized coordinates m, and velocities 7y, , 7, . The prob-

T
lem of the motion control of the RM at the point of the program trajectory x° = (n;,ﬁ;,l ak) is set as

the problem of return of a certain region from an arbitrary point due to deviation from the trajectory un-
der the action of disturbances.

Perturbations An", A", AI; are introduced as the difference between the current and program

values of the phase vector coordinates. It is assumed that the generalized coordinates and velocities of
the system are accessible to measurement, and the control forces are subject to restrictions on the norm.

The control is synthesized using the Lyapunov function method in the tensor form of the record,
which removes the cumbersomeness of the given expressions.

The Lyapunov function V'is constructed as a bundle of first integrals of the perturbed motion of
the system.

V=J+pJ,J,, A=1273,

where p is the positive constant,

1 o]
J= E%n’“n“ + E(LW = LY M, Mo ATSATY 4 W, (M), R,y =1,2,3, )

o o o aM
Jk = (Lakp _LZYMVHMVX)IW _(Laku _LZVMYHMVL)ILJ“ +L})/Yny and AT]B, %M,Y,V = 1a2a3a (3)
p

¢y 1s the manipulator metric tensor, L Ly, are inductance tensors, M, is the tensor of mutual

alp »
inductance of armature winding and stimulation of electric motors, LZ‘Y is calculated using the formula
vaxL%y =3, where & denotes Kronecker symbol; R,,, B, are tensors, defining the dissipation of

electromagnetic and mechanical energy of the system, accordingly, W, (n) is the manipulator potential

energy.

Total derivative ¥ of the function ¥ in the force of the system (1), taking into account (2), (3), has
the form

V= =B, " +(Ux _Rkp.[};)(pjk +5xpNa”),

operating on the degree of freedom A, U, is the control restrained by limitation U, € RS, RS is
the restricted closed set given from the control resources.
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Choosing the controls in the form of
U, =RM1]5—0L[JK +%8MAIEJ, 4
with positive constant o, we will obtain
2
V:—Bwﬁww—paﬂg+é6MA¢j.

The derivative ¥ of the Lyapunov function is negative definite, and, consequently, the equilibrium
position of the system is stable.

2. Parametrization of control law
The constructed control (4) contains two arbitrary parameters o and p. For their choice, we submit

the control law in the form
Uy =R 1, +KLLAI§ +KA2HA11K, Au=123, (5)
where the tensors K}\“ and Kf“ , whose elements contain unknown parameters, are to be calculated

and realized in the controller. Let us take the following objective function as a parameter choice
criterion

]
Q_z
T

where the vector of deviations Ax, € R : Ax, = (A];,Ank,Aﬁl) A=1,23.

(Ax, ),

When minimizing the objective function with respect to the required parameters, we shall take
the differential equations of the object as constraints in a simplified form: we assume that the RM is in
a potential-free field, the mutual inductance factors are negligible, and its dynamics is described by
a system of differential equations obtained from the system (1) by linearizing it in the position of
the robotic arm with orthogonal arrangement of links. These constrains have the form

X =AX+BU +Cv.

In this equation A4 is a block matrix whose structure is determined by the metric tensor of
the manipulator and the tensors of inductance and mutual inductance of the armature windings and

. . . . — T _— T . .
excitation of drive electric motors, U = (u,u,,uz) ,v =(v,v,,v3) — disturbances, B, C — matrixes

of the system.

Decentralized control (4) makes it easier to solve the problems of control by representing the initial
nonlinear system in the form of three subsystems, each of which is subject to mutually uncorrelated dis-
turbances. Given the small dimension of the subsystems, we obtain their equations linearized in
the neighborhood of the points of the program trajectory

x=4x+Bu+Cyv,

0 1 0 0

where x,u,v — are the vectors of the state, control, and disturbances, 4,,B, are the matrices;
C,,Cp are the coefficients of proportionality of the torque and EMF resulting from the rotation of
the motor armature; L, is the inductance of the armature winding; D, and R, are the coefficients of
the viscous friction and the resistance of armature winding, respectively, which determine the dissipa-
tion of mechanical and electromagnetic energies, respectively; J, is the moment of inertia of the sub-

system brought to the shaft of the electric motor.
When setting ratios the task of the subsystem is to find the minimum of the scalar function

0= %(AxK )2 ,A=1,...,N, by the gain coefficient vectors k, . Rate of change of the objective function
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. o0 -
0, = (—k j (6)
ok ),

in the tuning process should be less than zero and as less as possible, thus ensuring the quickest des-
cent in the direction of the minimum Q, . It follows from the (6) that a gradient tuning algorithm

can be used to solve the minimization problem, which has the following form of the function under
consideration

kk = —(F(PT (AX)T) N
A
where I'; is the diagonal matrix of the coefficients of regulating loops.

3. Control under significant influence of disturbance torques

Among the main reasons for the deterioration of the quality of robot control are unpredictable
changes in load moments at the output actuator shafts, the effect of viscous and dry friction forces,
the elimination methods of which are difficult to implement, and the intensification of the destabilizing
interference of subsystems. These phenomena are difficult to overcome using actuators with only linear
feedback on the output variables of the subsystems, especially since the controller gains have design
constrains. One of the means of compensation for disturbing factors are signal-type control algorithms
that ensure the system's operability at significant rates of change in disturbing factors. The advantages of
algorithms include the high speed of adaptive processes and ease of implementation, however, due to
the limitation of input signals of electromechanical systems, the adaptability of algorithms is also limi-
ted. Accordingly, it is advisable to use them to control the object, when there are disturbing factors with
a limited range of their variation and high speed.

Let us construct an algorithm for RM control under a significant influence of disturbance torques
using the Lyapunov. We take into account the effect of the dry friction force moments

M = iﬁsign{f]u} in the elements of the mechanical transmissions of RM and the moment of forces
opposing the movement of the operating element, caused by the work performed M; = —k{uﬁFl , where

kﬁl and k;, are the diagonal matrices of the coefficients of friction and resistance, respectively. We shall
call a disturbance random torque caused by the impact of external factors, the emergence of which is

inevitable in the operating process of manipulating equipment, as M il . In the control synthesis, we shall

assume that M}’ is limited in value.
We shall add a relay component to the equation (5)
U, =U, +UY?, (7

sp_ _7.5p
where U," = kxu

ﬁp‘sign {Jk +18&A]a”} , ;’; is a diagonal matrix, the positive elements of which
p

are chosen based on the requirements imposed on the quality of control, control resources and magni-
tudes of the disturbance torques.
Evaluation of the stability of the movement of the RM in the management (7) gives inequality,

which should be guided by the choice of coefficients, based on the condition ¥ <0:
(L +—1 8“]AI +1 _6 vB An
ak ql bv
Y p * H on,, p

1,10, < ok, i

4. Simulation of control law
The structural diagram of the second subsystem of RM is shown in Fig. 1. The presented model rea-

lizes the movement along the program trajectory, which determined by the expressions n! =12 =0,

n? =0.5sin2¢. To obtain the measured values of current / 3 , velocity 7” and position n?, the Noise

blocks that allow generating Gaussian noise, as well as FK units that perform signal filtering, are added
to the diagram.
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Fig. 1. Structural diagram of the second subsystem of RM

The control law of the second subsystem is simulated in the form (5). The value of the signal ad-
justment coefficient k22 (k22 in diagrams) has a constant value, and the values of the parameters Kéz

and K 222 (K21 and K22 in diagrams, respectively) are determined during the motion of subsystem using
a gradient adjustment with the values of the specified coefficients y; and y,. The structural diagrams of

the gradient adjustment subsystems for coefficients K3, u K3, are shown in Figs. 2, 3.

vl * — P K21

0.202 222
222 ~ .
K21 '¢
> *
"
1
<l |- — | -
1.23 |e—» — >
s K22 *
1 T 1
T > 19711 T
<l
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Fig. 2. Structural diagram for adjusting the coefficient K21
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Fig. 3. Structural diagram for adjusting the coefficient K22

The initial values of the adjustable coefficients K,,, K, and k; are choosen to be equal to —
5 V/A, —13305 V/rad and 80 Vs/rad, respectively, and values of coefficients y, and y, are assumed to

be equal to —4000 and ~10,9', respectively. The results of simulation of the second subsystem without

regard to the influence of noise are shown in Figs. 4-6. The values of coefficients K 52 (Fig. 4) and K 222
(Fig. 5) are determined during the motion of subsystem in real-time mode for the purpose of decrease
deviation of position An? from the program value (Fig. 6).

Ky (VIA)
0
-1.25
-2.5
-3.75
-5
0 2 4 6 8 10 12 14 16 18 20
t(s)
Fig. 4. Curve of changes in the adjustable coefficient K21
Ky,(10°Virad)
0
-25
-50
-75
-100
0 2 4 6 8 10 12 14 16 18 20
t(s)
Fig. 5. Curve of changes in the adjustable coefficient K22
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Fig. 6. Curve of deviation of position from the program value

It should be noted that the observed transient processes are conventionally divided into two areas.
In the first area, the duration of which is up to 4 seconds, there is a significant change in current due
to the start of the engine. The maximum absolute error value (MAO) in this area is 0.14 rad, however,
the main program of RM is constructed so that during this period of time there is no interaction with
the object.

During this time, the primary gradient adjustment of the parameters K%Z and K 222 is carried out,
the values of which by the end of the first section are —2.186 V/A and —75363 V/rad, respectively. Fur-
ther, during the processing of the object, the values of the adjustable parameters change by no more than
10% relative to the values determined at the end of the first section, and MAO value in this area does not
exceed 0,004 rad.

If the gradient tuning and the signal adjustment are not used, and the values of —2,186 V/A and
—75363 V/rad are chosen as constant values of parameters Kj, and K3,, then MAO value will be
0,075 rad in the first area, and 0,0056 rad in the second area. If the signal adjustment is used, then
the MAO value in the second area is equal to 0,0065 rad. Thus, the use of constant coefficients with
the included signal adjustment allows to control the link in the absence of noise and disturbances more
accurately than without the use of signal adjustment.

To determine the optimal combination of parameter values K), and K3, , allowing to achieve maxi-
mum accuracy of movement along the program trajectory, a function § (K%z,Kzzz) is built, the value of

which at each point corresponds to the MAO value of the second trajectory area from 4 to 20 seconds
with corresponding values of coefficients K), and K3,. Fig. 7 shows the dependence K3, on Kj,,
which makes it possible to reach the minimum of the MAO value, and in Fig. 8, the curve of the MAO
value at the corresponding points.

Thus, with an increase in the value of the coefficients Kj, and K3,, a decrease in the MAO value

of the second area of the trajectory to a value of 0.0025 rad is observed.

This allows to increase in the specific case under consideration by 60% accuracy relative to the re-
sults of applying the gradient tuning method.

When the noise channels Noisel, Noise2, Noise3 are affected, having a deviation of the normal dis-
tribution of 1, 0.001 and 0.001, respectively, the MAO value increases. So, when using constant values

of coefficients K}, and K3, , improving accuracy by 60% without the influence of noise, the MAO value

of the second area of the trajectory will be 0.0286 rad.
However, when using a gradient tuning with signal adjustment, the MAO value of the second trajec-
tory area (Fig. 9) will be only 0.0106 rad.
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Fig. 7. Curve of optimal values of coefficients K21 and K22
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Fig. 8. MAO value of the second trajectory area
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Fig. 9. Curve of deviation of position from the program value

BecTHuk HOYplY. Cepus «KomnbioTepHble TEXHONOrMK, ynpasreHue, PaauoaneKkTPoHUKay.
2019.T. 19, Ne 2. C. 16-28

23



anaBneHMe B TeEXHUYECKNX CUcCTemMax

Ky, (10°Virad)
30

-30
-60

-90

-120

-3.3 -2.8 -2.3 -1.8 -1.3 -0.8 -0.3
Ky1 (VIA)

Fig. 10. Curve of optimal values of coefficients K21 and K22
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Fig. 11. MAO value of the second trajectory area

Fig. 10 shows the dependence K3, on K,,, which makes it possible to reach the minimum of

the MAO value, and in Fig. 11, the curve of the MAO value at the corresponding points. The smallest
MAO value in this case is 0,01 rad that it is less than 6% higher than the result of the gradient tuning
method.

Conclusion

This allows to conclude that, despite the less accurate indicators of the gradient tuning method
using signal adjustment without regard to the influence of noise compared with the method of se-
lecting and using constant optimal coefficient values, this method works effectively in the condi-
tions of incomplete information and does not require additional calculations of values of the coeffi-

cients K}, and K3,.

The decentralized control algorithm of the RM by the direct Lyapunov method is constructed using
the complete nonlinear model of the dynamics of the control object, ensuring a stable movement to
the point of the program trajectory. With the destabilizing influence of the interconnections of RM sub-
systems, the significant influence of disturbances in the operating mode and the availability of typical
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nonlinearities, the expediency of using the control algorithm of the signal type is substantiated.
The property of the system dissipativity and the stability resulting from it under certain conditions are
considered. The results of simulation are presented.

The work was supported by Act 211 Government of the Russian Federation, contract No. 02.A03.21.0011.

References

1. Lychak M.M. [Robust Dissipativity of Discrete Systems and Its Study by Means of a Sequence of
Sets of Lyapunov Function]. Cybernetics and Systems Analysis, 2008, no. 2, pp. 13-23. (in Russ.) DOI:
10.1007/s10559-008-0016-7

2. Kuntsevich V.M., Lychak M.M. [Elements of the Theory of Evolution of Sets and the Stability of
These Processes]. Cybernetics, 1983, no. 1, pp. 105—111. (in Russ.)

3. Kuntsevich V.M., Lychak M.M. Sintez sistem avtomaticheskogo upravleniya s pomoshch'yu
funktsiy Lyapunova [Synthesis of the System of Automatic Control by Lyapunov Functions]. Moscow,
Nauka, 1977. 399 p.

4. Bortsov Yu.A., Polyakhov N.D. Elektromekhanicheskie sistemy s adaptivnym i modal'nym uprav-
leniem [Electromechanical Systems with Adaptive and Modal Control]. Leningrad, Energoatomizdat,
1984. 214 p.

5. Korenev, G.V. Tselenapravlennaya mekhanika upravlyaemykh manipulyatorov [Object Oriented
Mechanics of Controlled Manipulators]. Moscow, Nauka, 1979. 447 p.

6. Kuntsevich V.M., Lychak M.M. Sintez optimal'nykh i adaptivnykh sistem upravleniya: Igrovoy
podkhod [The Synthesis of Optimal and Adaptive Control Systems: Game Approach]. Kiev, Nauk.
dumka, 1985. 247 p.

7. Kuntsevich V.M. Set-valued Estimation of State and Parameter Vectors within Adaptive
Control Systems. Bounding Approaches to System Identification, 1996, pp. 239-259. DOLI:
10.1007/978-1-4757-9545-5 15

8. Kuntsevich V.M. [Guaranteed Results in the Problems of Parametric Identification and Estima-
tions of State Vector (Filtration) under Slowly Changeable Restricted Obstacles of Changes]. Problems
of Control and Information Science, 2006, no. 4, pp. 50-57. (in Russ.)

9. Kuntsevich V.M., Kurzhanskii A.B. [Fields of Achievement of Linear and Some Classes of Non-
linear Systems of Discrete Systems and Their Control]. Problems of Control and Information Science,
2010, no. 1, pp. 5-21. (in Russ.)

10. Kuntsevich V.M., Kuntsevich A.V. [Invariant Sets of the Set of Linear and Nonlinear Discrete
Systems with Restricted Disturbances]. Automatics and Telemechanics, 2012, no. 1, pp.92-106.
(in Russ.)

11. Kuntsevich V.M. [Control of the Set of Linear and Nonlinear Dynamic Systems at the Mea-
surements with Restricted Obstacles]. Trudy instituta matematiki i mekhaniki UrO RAN [The Research
Papers of the Institute of Mathematics and Mechanics of the Ural Branch of the Russian Academy of
Sciences]. Ekaterinburg, UB RAS, 2014, vol. 20, no. 4, pp. 178-186.

12. Shiryaev V.I. Synthesis of Control of Linear Systems in Incomplete Information. Journal of
Computer and Systems Sciences International, 1994, no. 3, pp. 229-237.

13. Shiryaev V.I. [Problems of Control by Dynamic Systems with Incomplete Information]. Mecha-
tronics, 2001, no. 8, pp. 2-5. (in Russ.)

14. Shiryaev V.1., Dolbenkov V.I., Il'in E.D., Podivilova E.O. [Estimation of the State of Dynamic
System in the Conditions of Indeterminacy]. Ekstremal'naya robototekhnika: sb. dokl. Mezhdunar.
nauch.-tekhn. konf. [Extreme Robotic Technology: International Conference Abstracts]. St. Petersburg,
Politekhnika-servis, 2011, pp. 234-243.

15. Fokin L.A., Shiryaev V.I. Preliminary Comparison of Kalman and Minimax Approaches to Error
Estimation of Integrated Navigation System. [EEE International Siberian Conference on Control and
Communications (SIBCON-2013) Proceedings, 2013, pp. 212-214. DOI: 10.1109/SIBCON.2013.6693599

16. Shiryaev V.1, Bragina A.A. [On Control of Robotic Manipulator in the Conditions of Indeter-
minacy]. Robotics and Engineering Cybernetics, 2014, no. 1 (2), pp. 18-21. (in Russ.)

BecTHuk HOYplY. Cepus «KomnbioTepHble TEXHONOrMK, ynpasreHue, PaauoaneKkTPoHUKay. 25
2019.T. 19, Ne 2. C. 16-28



anaBneHMe B TeEXHUYECKNX CUcCTemMax

17. Bragina A.A., Shcherbakov V.P., Shiryaev V.I. Synthesis of Adaptive Control of Robotic
Manipulator by the Method of Lyapunov Functions. /FAC-PapersOnLine, 2018, vol. 51, no. 32,
pp- 298-303. DOI: 10.1016/j.ifacol.2018.11.399

18. Shiryaev V.1, Podivilova E.O. Set-Valued Estimation of Linear Dynamical System State
when Disturbance is Decomposed as a System of Functions. Procedia Engineering, 2015, vol. 129,
pp. 252-258. DOI: 10.1016/j.proeng.2015.12.045

19. Chernousko F.L. Minimax Control for a Class of Linear Systems Subject to Disturbances. Journal of
Optimization Theory and Applications, 2005, vol. 127, no. 3, pp. 535-548. DOI: 10.1007/s10957-005-7501-1

20. Bo Zhou, Kun Qian, Xu-Dong Ma, Xian-Zhong Dai A New Nonlinear Set Membership Filter
Based on Guaranteed Bounding FEllipsoid Algorithm. Acta Automatica Sinica, 2013, vol. 39, no. 2,
pp- 146—154. DOI: 10.1016/s1874-1029(13)60017-8

21. Erugin N.P., Shtokalo 1.Z. Kurs obyknovennykh differentsial'nykh uravneniy [The Course of Or-
dinary Differential Equations]. Kiev, Vishcha shkola, 1974. 472 p.

Received 10 March 2019

YOK 621.865.8 DOI: 10.14529/ctcr190202

K 3AOAYE YNYHWWEHUA TOYHOCTH
NO3NUNOHUPOBAHUA POBOTA-MAHUNMYJIATOPA
B YCNIOBUAX HEMNOJIHOTbl AH®OPMALIUU

B.A. Wupsies, B.I. Lljepb6akos, A.A. BpazuHa
FOxHO-Yparnbckul 2ocyGapcmeeHHbIlU yHusepcumem, 2. YenssibuHck, Poccus

[TomyyeH anropuT™M yIpaBieHHs IBHXCHHEM MaHMITYJSAIHOHHOTO poborta (MP) mo mporpam-
MHOH TpaekTopuu MeToxoM (yHKIui JlsmyHoBa. MeTox HCIONB3YyeT NEKOMITO3HIMIO MCXOIHOM
MHOT'OCBSI3HOW HEJTMHEWHON CHUCTEMbl Ha MOJCHUCTEMBI U pealiu3yeT BO3MOKHOCTb JELEHTPAIN30-
BaHHOTO YMPaBJICHUs KaXIbIM U3 TIOJBUKHBIX 3BeHbeB MP. Ympapistonuii curaan GopMupyercs ¢
Y4eTOM JMHAMMKH MeXaHuueckoil cucremsl MP un anextponpuBoos. IIpu mocTpoeHuH cuCTEMBI
YIIPABIICHUS BBIYUCIIOTCS KO3((GHUINECHTH YpaBHEHUH AWHAMUKN HEIWHEWHON CHCTEMBI, IOCTPO-
SHHBIX B opme ypaBHeHmid Jlarpamka — MakcBeiuta. YpaBieHHe s UCXOTHON HEIMHEHHON CHC-
TEMBbI MOJIYYEHO B SIBHOM BHze. ccienoBana ycTOHYNBOCTh AMHAMUYECKONW CHCTEMBI BO BceM (ha-
30BOM NPOCTPAHCTBE M €€ AUCCHIIATHBHOCTH B 00J1acTH (Da30BOTO MIPOCTPAHCTBA MPH CYIIECTBEHHOM
BIIMSIHUM BO3MYIIAIOIIAX MOMEHTOB B pabodmx pexkumax. s nx KOMIIEHCAlMy B 3aKOH yIIpaBliie-
HUS BBEJIeHA a/IallTHBHAsA N00aBKa CHUTHAIBHOTO THUIA, o0ecrneunBaromas paboTocrnocoOHOCTh CUC-
TEMBI [P 3HAYUTEIBHBIX CKOPOCTSAX M3MEHEHHS CHJIOBBIX MOMEHTOB Ha BBIXOJHBIX Bajax IPUBO-
JIOB. YUTEHO BIUSHHUE OIIHOOK H3MEepeHHs BekTopa cocTosiHus MP Ha ¢opmupoBaHue ynpaBieHuUs.

B mporpammuom npoaykre Acsocad mo maremarudeckoit Mozenu 3BeHa MP cocraBieHa cTpyk-
TypHas CXeMa € MOJICUCTEMaMU I'PaIMEHTHON HACTPOMKY U CUIHAJIbHOM NOACTPOMKU. PaccMaTpuBaer-
sl IBMDKEHUE OJJHOTO 3B€HA 110 MPOrpaMMHON TpaeKTopuu. JIsl ydeTa BIMSHMS IIyMa M3MEPEHHH Ha
3Ha4YEeHHs TOKA, CKOPOCTH U IOJOKEHHUS B CUCTEMY BBEJCHBI OJIOKH, MOOABISFOLINE CITydalfHbIH CHT-
HaJl, IMEIOIIUI HOPMAJbHOE paclpesieieHe. BRIMOIHEHO MOIEUPOBaHUE B YCIOBHSIX OTCYTCTBUS U
BIIMSTHUS IIyMa Ha M3MEPEHMS KaK IPH ITOCTOSHHBIX 3HAUYCHMSAX HAcTpauBaeMbIX K03()(uIMEeHTOB,
TaK W C UCIIOJIL30BAaHMEM METO/A I'paJMeHTHON HacTpolikn ko3¢ ¢uumenros. [locTpoeHs! KpUBBIE
ONTHMAJILHBIX 3HAUCHUH KO3((HUIMEHTOB IS TOIyYSHNS! MUHUMAIBHOTO 3HAYCHUS OTKJIIOHEHHS OT
nporpaMMHON TpaekTtopuu. ITokasana 3(h(heKTHBHOCTh MCHOIB30BAaHUS METOAOB I'PAIMECHTHON Ha-
CTPOMKH U CUTHAJILHOM MOJCTPOIKH NPpH JBIKeHUH MP B yCIIOBHSX HEIOIHOTH HH(POPMAIIHH.

Knrouesvie cnoea: ynpasnenue, HeluHelinble CUcmemsl, Memoo @yukyuii JIanynoea, ocpanuyen-
Hble G03MYWeHUs, HeONnpeoeleHHOCMb, CEOUCMEO OUCCUNAMUBHOCHU, NPEOeNbHOE MHOICECTEO,
cmabunuzayus.
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