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The choosing the best prediction method of education results is major challenge of Educational
Data Mining (EDM). This EDM paper compares the results of student's performance forecast pro-
duced by the individual binary classifiers (Naive Bayes, Decision Tree, Multi-Layer Perceptron,
Nearest Neighbors, Support Vector Machine algorithms) and their ensembles, which are trained
(tested) on dataset containing up to 38 input attributes (weekly attendance in mathematics,
the intensity of study, interim assessment) of 84 (36) secondary school students from Nasiriyah, Iraq.
The two-class school performance was predicted — passing or not passing on final exam. Three fol-
lowing stages of comparison were completed. At the first stage of the experiment, the dependence of
classifiers from the input attributes was investigated. It was shown that the forecast accuracy rises
from 61.1-77.7% when all 38 attributes were used, to 75.0-80.5%, if base classifier trained with five
attributes pre-selected by Ranker Search method. Then, in second stage, to each of the base classifier
the AdaBoost M1 procedure has been applied and five homogenous ensembles were created. And
only two of these ensembles demonstrated small rise of 3% in accuracy comparing to corresponding
stand-alone classifier, but the overall maximal prediction accuracy of 80.5% stayed the same. Final-
ly, comparing the accuracies of 77.7% and 83.3% achieved by the heterogeneous ensemble consisted
of five simple voting base classifiers and by the heterogeneous meta-ensemble of five simple voting
AdaBoost homogenous ensembles correspondingly, we conclude that improvement of the quality of
the individual classifier or homogeneous ensembles allows to construct more powerful EDM predic-
tion methods.

Keywords: base classifiers, educational data mining, ranker search method, adaptive boosting,
heterogeneous ensembles.

Introduction

Educational Data Mining and Learning Analytics (EDM/LM) are promising scientific field to en-
hance of teaching and learning technologies of traditional and e-learning education [1-5] and to manage
of various forms of constructivist education [6]. The wide availability of data mining tools such as R,
scikit-learn for Pyton, and Weka [7] allows us to solve one of the main tasks of EDM/LA: to forecast of
student's performance and to help the needy [8, 9]. Most commonly, this task is resolved by using of
individual classifiers with learning following algorithms [10]: Naive Bayes (NB), Decision Tree (J48),
Multi-Layer Perceptron (MLP), Nearest Neighbors (1NN) and Support Vector Machine (SVM) and oth-
er algorithms from the top-10 list [11].

On the other hand, in pedagogical practice to identify problematic students and to solve their fate
are used collective expert decisions. In this sense, in the EDM/LA we should use one of the meta-
learning approaches consists of “learning from base learners” [12, 13]. The general purpose of this paper
is to compare capacity of two types of heterogenous ensembles. First type of ensemble was created by
base classifiers used NB, J48, MLP, INN and SVM and attribute structure improved by Ranker Search
method application. The second ensemble consists of five homogeneous ensembles created by
AdaBoost.M1 procedure from each of five base classifiers.

1. Data set

This particular student’s performance dataset are collected from secondary school of Nasiriyah, Iraq
for first semester 2018-2019 of Mathematic subject. Detail for educational dataset containing up to 38
input attributes is shown in Table 1. The dataset includes student’s attributes like Name, Age, Gender,
internal assignment attributes (Quizzes), number times of absence, in additionally two monthly exams,
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finally the final exam of first semester for mathematic subject, collected by school reports and question-
naires are used for collecting data from the archives 120 students.

Table 1
Description of the dataset
# Attributes Description Possible Values
1 Stu N Student name String text
1: 14-16, 2: 16-18,
2 AG Age of student 3. >18
3 Gender Sex of Student 1: Male, 2: Female
47 Q1 M1, Q2 Ml, Quiz 1, 2, 3, 4 for 1°, 2°, 3°, 4° week of first 0to 10
Q3 M1, Q4 Ml month
311 Al M1, A2 M1, How many times absent 1°, 2°, 3°, 4° week 0.1.2.3 4
A3 M1, A4 Ml of first month T
3 Q1 M2,Q2 M2, B
12-15 Q3 M2, Q4 M2 As #4-7 of second month 0to 10
Al M2, A2 M2,
16-19 A3 M2, A4 M2 As #8-11 of second month 0,1,2,3,4
20 Examl Exam of first attempt for semester 0to 100
B Q1 M3,Q2 M3, B )
2124 Q3 M3, Q4 M3 As #4-7 of third month 0to 10
Al M3, A2 M3, )
25-28 A3 M3, A4 M3 As #8—11 of third month 0,1,2,3,4
. Q1 M4, Q2 M4, B
29-32 Q3 M4, Q4 M4 As #4-7 of fourth month 0to 10
Al M4, A2 M4,
33-36 A3 M4, Ad M4 As #8-11 of fourth month 0,1,2,3,4
37 Exam?2 Exam of second attempt for semester 0to 100
38 AV El1 E2 Average Examl & Exam?2 0to 100
39 FS Exam Exam First semester 0 to 100 (Class)

The output attribute is two class labeled as “Pass” if exam grade was > 50 and as “Fail” if was not.
Thus, two group of students with 80 students passed and 40 students that drop out on final exam were
observed. The Weka version 3.8 (downloaded from https://sourceforge.net/projects/weka/) NB, J48,
MLP, INN and SVM default algorithms were trained on randomly choosing data of 84 students (70% of
data set) and then testing on the data of rested 36 students (30% of data set).

2. Methods of analysis and results

Three stages of the experiment can distinguish.

Stage of selection of attribuites. Initially, we find the base classifier’s accuracy applying then to all
37 input attributes. Then we use attribute selection methods to eliminate both irrelevant attributes and
redundant ones. A simpler idea is to rank the effectiveness of each [14, 15]. We implement Ranker
Search Method (RSM) on the dataset to compare between results models accuracy for prediction stu-
dents performance. RSM [14] is combined by 3 feature selection techniques:

1) Correlation Attribute Evaluation which correlate each attribute of dataset and the output class
evaluation, choosing the most relevant attributes by value of Pearson’s correlation;

2) Information Gain Attribute Evaluation is entropy measure introduced to machine learning by
Quilan [16];

3) Gain Ratio Attribute Evaluation overcomes the bias of Information Gain across the features with
the large number of values;

4) Wrapper Subset Evaluation introduced by Kohavi and John [17].

Table 2 show the best five attributes chosen by these attribute evaluators.
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Table 2
Attributes Selected by Ranker Search Method
Attribute Evaluator Attribute Arrange Attribute Name Ranked Values
Correlation Attribute 37.36.19. 18. 29 Exam2, AV_El1 E2, 0.572, 0.543, 0.524,
Evaluation T T Examl, A4 M2,Q2 M4 | 0.348,0.311
Information Gain Attribute 36.37.19.29. 18 Exam2, AV_E1 E2, 0.343, 0.295, 0.287,
Evaluation P T Examl, Q2 M4, A4 M2 | 0.094, 0.088
Gain Ratio Attribute 37.19. 36. 18. 29 AV _E1 E2, Examl, 0.295, 0.288, 0.226,
Evaluation T ET Exam2, A4 M2,Q2 M4 | 0.095, 0.094
Wrapper Subset Evaluation | 37, 19, 36, 29, 18 g};fi-giﬁfﬁ_m 8:%2: 8? (I)Z 0.295,

It is easy to notice that besides the same attributes related intermediate examinations, with a signifi-
cant lag two attributes related to attendance and quizzes were selected by RSM, also.

The second stage is boosting. Adaptive Boosting (AdaBoost) introduced by Freud and Shapire [18]
to improve prediction ability of one single classifier (old) when we train new classifier based on
the same algorithms but on the dataset updated by using the rules which increase the weight of examples
misclassified by old one, and to decrease the weight of correctly classified examples. Thus, the weight
tends to concentrate the weak classifier on “hard” exam. And at final of iteration procedures, ensemble
of classifiers is produced, where all classifier are voted by their weight. We used AdaBoost.M1 to our
purposes because of according to [5], AdaBoost.M1 is more adequate classifier for EDM/LA mining.

At the third stage, we compared the improvement of overall accuracy (A) and F-measure for minor class
(F) of individual base classifiers after feature selection and boosting stages. As can be seen from Table 3,
the major advance in forecasting capacity was observed after Ranker Search Method (RSM) application. In
particular, we see that two algorithms J48 and NN, that took F less than 40%, after RSM increased up to
20% their predictability of minor class to do useful forecasts (> 50%) and permit their boosting.

Table 3
Accuracy and F-measure of different classifiers
. Classifier with all Base classifier AdaBoost.M1
Classifier . ; ¢
Algorithm attributes using RSM classifiers
A, % F1, % A, % F1, % A, % F1, %
Naive Bayes, NB 77.7 71.4 80.5 74.1 80.5 74.1
Decision Tree, J48 61.1 36.4 75.0 52.6 75.0 57.1
Multi-Layer Perceptron, MLP 75.0 66.7 75.0 52.6 71.7 55.6
Nearest Neighbors, NN 72.2 37.5 75.0 57.1 75.0 57.1
Support Vector Machine, SVM 75.0 64.0 71.7 63.6 80.5 66.7

Evaluating the effectiveness of AdaBoost homogeneous ensembles show that accuracy rise only to
0-3% in comparison to of RSM classifier 0—14%. At the same time, the capacity of leading NB-based
classifier remained unchanged.

Finally, we compare accuracy of 3 simple voting ensembles: one built from base classifiers
(72.2%); second contain the classifiers which received after the first RSM stage (77.7%) and the ensem-
ble obtained by combination of Adaboost ensembles (83.3%).

Conclusion

In this study, the main focus has been comparison of various models of machine learning algorithms
based on NB, J48, MLP, INN and SVM algorithms and their ensembles. We observe that applying
Ranker Search method to choose the best attributes have major effect on forecast evaluated by F-
measure of less representative data class, and consequently permit us to use the improved weak classier
as initial Adaboost resident. We can see also that accuracy of final heterogeneous ensemble, for the first
time on the 3% maximum single classifier performance surpassed and homogenious combination of
their ensembles.
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ONTUMU3ALNA KOHCTPYKLUUUN AHCAMBIJIA KITACCUDPUKATOPOB:
NMPUMEP UHTENNEKTYAJIbHOIO AHAJIU3A

OBPA3OBATEJIbHbIX AAHHbIX

A.K. Canan, C.M. A6dynnaee

HOxHo-Ypanbckul eocydapcmeeHHbil yHusepcumem, 2. HensbuHck, Poccus

CpaBHHBAIOTCS Pe3yIbTAaThl IPOTHO3UPOBAHUS UTOTOB 00yUeHHsI OMHAPHBIX KIIacCH(UKAaTOPOB
U UX aHcamOiell ¢ WCIOJb30BaHWEM IISTH aJrOpPUTMOB MalIMHHOTO oO0ydeHws: Naive Bayes,
Decision Tree, Multi-Layer Perceptron, Nearest Neighbors, Support Vector Machine. Bce kmaccu-
¢uKaTopsl 00y4Jauch (TECTUPOBAIKMCH) HA HAOOpe JAaHHBIX, COJEPIKAIIMX J0 38 BXOJHBIX aTpuoy-
TOB, OTPaXXKAaBIINX ITOCEIIAEMOCTh YPOKOB II0 MaTeMaTHKe, HHTEHCUBHOCTh OOYYECHHUS U MPOMEXY-
TOYHBIE OlIeHKH 84 (36) ydamuxcs CpeaHHMX KON W3 ropoaa DH-Hacupuu, Mpak; mporno3uposa-
JIOCh JIBa KJlacca MX OLIEHOK Ha 3K3aMEHEe 110 MaTeMaThKe. JKCIEPUMEHT IPOBOIMIICS B TPH 3Tara.
Chauasia OBIJIO TIOKa3aHO, YTO TOYHOCTb MIPOTHO30B KJIaCCU(HUKATOPOB oaHuMaeTcs ¢ 61,1-77,7 %,
TIPU UCTIONB30BAaHUU BCero Habopa atpudyTos, 1o 75,0-80,5 %, koraa kmaccu(puKaTopsl 00ydaInch
Ha JaHHBIX U3 ISITH aTpUOYTOB, BEIOPAHHBIX METOAOM pamxupoBaHus Ranker Search. 3arem Ha BTO-
POM 3Tane K KaXJOMy M3 3THX CJa0BIX KiaccH(pHUKaTOpoB Oblla MPUMEHEHa Npoueaypa OycTHHra
AdaBoost M1 u 6buTH cO31aHBI MATh OJHOPOJHBIX aHcamOiel. HekoTtopsie n3 sTux ancamoneit je-
MOHCTpUpOBaNH 3%-HbII pOCT TOUHOCTH, HO UX MaKCHUMaJbHas TOYHOCTh HE MPEBbIIIANa TOUHOCTH
JIy4IIero aBTOHOMHOro kiaccudukaropa (80,5 %). Tem He MeHee CpaBHEHHE TOYHOCTH T'€TEPOTCH-
HOTO aHCaMOJIs, COCTOSBIIETO U3 0a30BBIX KIACCH(UKATOPOB, OOYUCHHBIX HAa PAHKUPOBAHHBIX aT-
pudytax (77,7 %), u Mera-aHcamOJIs, COCTOSBIIEIO W3 IIITH OXHOPOTHBIX aHcambiei AdaBoost
(83,3 %), mo3BoOISAET CAENaTh BBIBOJ, YTO YIYYIIEHHE KauyeCTBa OTAEIHHBIX KIACCH(PUKATOPOB U CO-
CTaBJIEHHE M3 HUX FETEPOTCHHBIX aHCAMOJIEH MO3BOISET IIOCTPOUTH OoJiee MOIIHBIE METOIbI aHaJIN-

3a 06pa30BaTeJ'ILHLIX JaHHBIX.

Knrouesvie cnosa: 6aszoswiii knaccuguxkamop, uHMeNIeKmyaibHblli aHAIU3 00paA308aMeNbHbIX
OanHbIX, Memoo cenexyuu ampubymoes Ranker Search, AdaBoost, cemepoeennvie ancamonu.
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