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Introduction. Autonomous mobile robots must be able to plan global and local motion paths.
The A-star path planning algorithm allows us to calculate the shortest path between the starting and
end points on a map with known static obstacles. In real conditions, when additional information
about the area is entered (difficult or dangerous sections, areas with speed limits) and the cost of
overcoming them is taken into account, A-star can lead to a non-optimal, for these conditions, solu-
tion of the problem. Aim. Consider options for optimizing the A-star path planning algorithm for use
in various conditions with restrictions on the number of turns, linking to critical points on a map of
the area, difficult and dangerous areas and assess the quality of the optimization. Materials and
methods. Research is carried out by computer simulation of the A-star algorithm and options for its
optimization in the MATLAB environment. The criteria for evaluating the quality of optimization
are focused primarily on computational time and the path optimality with respect to the selected pa-
rameters. Results. The results of path calculation performed using the A-star algorithm before and
after optimization are presented. In both cases, the following are estimated and compared: calcul a-
tion time, number of analyzed polygons, number of turns and path length. Conclusion. In most
cases, the optimization of the algorithm increases the path length and calculation time, but not sig-
nificantly. Moreover, the new path corresponds to the given conditions, is the shortest in these
conditions and, therefore, is optimal. The considered optimization options allow you to calculate
the path taking into account additional information, estimate the path length and computational
time. On the basis of these evaluations, it is possible to choose path planning method suitable for
individual scenario.

Keywords: path planning, A-star algorithm, motion path optimization, mobile robotic, path
cost, model.

Introduction

Today, mobile robots are engaged in various tasks related to the delivery of goods, reconnaissance,
automated patrol, and search and rescue operations. Autonomous mobile robots must be able to plan
global and local motion paths, create a three-dimensional model of the environment, determine its loca-
tion in space and control actuators to keep motion along the planned path [1].

The path planning is an important and non-trivial task. Therefore a lot of studies are currently un-
derway in this area. Various algorithms are being developed for calculating the path both in a static envi-
ronment with known obstacles and in unknown and dynamic environments where it is impossible to
have prior complete information that can be given to the robots before operation [2-8].

One of the most effective path finding algorithms in a static environment, widely used in practice, is
the A-star algorithm [9, 10]. It is a modernized version of Dijkstra's algorithm. A-star allows us to calcu-
late the path at the lowest cost from the initial peak to the final in a weighted directed graph. The least
path cost in the algorithm means the shortest distance between the selected points.

However, if we are dealing with real objects that have some limitations (kinematic, controls, etc.) or
when introducing additional information about the map of the area and taking into account the costs of
overcoming them (the cost of maneuvering, overcoming hills, etc.) — the considered algorithm can lead
to a non-optimal solution of the problem for given conditions [11, 12]. Therefore, for practical applica-
tion, the algorithm must be optimized for real conditions including a number of restrictions [13]: kine-
matic restrictions (maximum speed, minimum turning radius, etc.), control limitations (remote control
along the motion path), restrictions on the degree of danger of the chosen path and others.
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1. Implementation of A-star algorithm in MATLAB

For research, the A-star algorithm was implemented as a computer model in the MATLAB mo-
deling environment [14, 15]. The model’s interface is a 20x20 polygon field where the starting point
“Start”, the end point “Finish” are marked and obstacles are set (Fig. 1).
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Fig. 1. Example of path calculation

The path calculation algorithm works as follows.

1. In the first step, two lists of polygons are created: a) pending analysis, b) analyzed. A starting
point is added to the list of pending points.

2. For all neighboring polygons that are no obstacles, the coefficient F, is calculated:

F,=G, + H,, @
where G, is the cost of transitions from “Start” to the current point, H, — the remaining distance from
the current point to “Finish”, and the number of the parent polygon from which the transition was made
is remembered.

3. All enumerated polygons are recorded in the list of pending analysis. Next, from this list, the pol-
ygon Prinen With the lowest value of F, is selected.

If Prinen is the final polygon, then the route is found and the algorithm is finished. If not, Ppingn iS
moved from the pending analysis list to the analyzed list.

4. Then, for each of the P; ranges adjacent to it, with the exception of obstacles, the conditions are
checked:

a) if P; is included in the list of analyzed polygons, then skip the calculation, if not, go to point b);

b) if P; is not included in the list of pending analysis, then we add it there by calculating F,; and re-
membering the link to the parental polygon Pinen, if P; is included in the list of pending analysis, then
compare the current Fy; with the resultant F; for this polygon. If F, < Fy;, then a shorter less expensive,
path to the current polygon was found, therefore, replace F,; with Fy;.

5. Repeat steps 2 to 4 until the end point of the route is reached.

6. If the list of fields awaiting the analysis is empty and the endpoint is not reached, then the route
does not exist.
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2. Optimization of algorithm for the number of turns

A-star is optimal in terms of finding a path with a minimum length. The algorithm is modified by
adding optimality to the minimum number of turns in the path. For this purpose additional cost coeffi-
cients W, that increase the cost of the path when turning are introduced. In this case, the formula for cal-
culating the cost of the path will be:

Fo= Gy + Hy+ W, )
The simulation results without optimization are shown in Fig. 2a, with optimization in Fig. 2b.

2| 4 6 8 10 12 14 16 18 20 2 4 6 8 10 12 11 18 18 20

Computational time, ms 46.0 Computational time, ms 62.5
Polygons analyzed 177 Polygons analyzed 251
Path length (in polygons) 19 Path length (in polygons) 19
Number of turns 5 Number of turns 3

a) results without optimization b) turn-optimized results

Fig. 2. Calculation of the optimal path

The results obtained show that, after optimization, the number of turns was reduced from five to
three, while the path length, measured in the number of passed polygons, did not change. At the same
time, the number of analyzed polygons increased and, as a result, so did the computational time, but not
critically.

3. Optimization by complexity or time of the path

This type of optimization is carried out by introducing weighting factors that increase or decrease
the cost of passage of the indicated polygons in the field. In practice, the increase in the cost of crossing
the polygon corresponds to the complexity of the path along this route (mountainous or marshy terrain,
or dangerous area) or the time taken to overcome the path (busy track). Increasing the cost of passage
through such areas will allow us to find another way that these areas will avoid, the more the higher
the cost of their passage.

Fig. 3b shows the results of a path search in the case when the cost of passing the polygons located
in the lower part of the modeling field is doubled compared to Fig. 3a.

As a result of the simulation, the path along the upper part of the field was calculated for polygons
with less cost. At the same time, the number of analyzed polygons decreased and, as a result, the calcu-
lation time.

156 Bulletin of the South Ural State University. Ser. Computer Technologies, Automatic Control, Radio Electronics.
2020, vol. 20, no. 1, pp. 154-160



Muckopckul A.C., A6dynnuH ®.X., Onmumu3sayus aneopumma niaaHuposaHusi nymu A-star
Hukonaeea A.P.

16 16

2 4 6 ] 10 12 14 16 18 20 2] 4 6 8 10 12 14 16 18 20

Computational time, ms 15.6 Computational time, ms 14.8
Polygons analyzed 124 Polygons analyzed 97
Path length (in polygons) 19 Path length (in polygons) 19
Number of turns 3 Number of turns 7

a) results without optimization b) turn-optimized results

Fig. 3. Calculation of the optimal path

4. Algorithm optimization based on critical points

The inverse solution of the previous problem can be used in cases where it is necessary for the path
of the mobile robot to passes through certain areas on the map, even if the path increases. This may be
suitable if the mobile robot must constantly keep in touch with control centers or collect information
through relay stations installed in predetermined positions. In this case, when planning the path, it is
necessary for the mobile robot to be in the coverage area of these stations (Fig. 4).
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Computational time, ms 10,7 Computational time, ms 16,8
Polygons analyzed 76 Polygons analyzed 124
Path length (in polygons) 19 Path length (in polygons) 23

a) results without optimization b) turn-optimized results

Fig. 4. Calculation of the optimal path
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This can be achieved by adjusting weights. That is by significant increase in weights in the areas of
the map (remote from the station by a distance exceeding the range of radio communications with a mo-
bile robot).

Fig. 4 shows the calculations of the optimal path in the presence of two relay stations indicated on
the modeling field by the symbol “T”. As a result of the calculation, we obtained a path (Fig. 4b) that
deviates from the calculated shortest path (shown in Fig. 4a), however, this path passes through the pol-
ygons which are least distant from those allocated with radio coverage and therefore being more optimal
for these conditions.

Conclusion

As a result of the studies, options for optimizing the A-star path planning algorithm for its applica-
tion in conditions with a limited number of turns, linking to critical points on a map of the area, as well
as difficult or dangerous sections are proposed. In most cases, as a result of optimization, the path length
and its computational time increase, but not significantly. Moreover, the new path corresponds to the given
conditions, is the shortest for these conditions and, therefore, is optimal. The developed model allows us
to estimate the time and necessary computing resources spent on calculating the path. On the basis of
these evaluations, it is possible to choose path planning method suitable for individual scenario.

Of further interest is the task of optimizing the algorithm with incomplete reliability of a priori in-
formation or its absence in some parts of the analyzed terrain map.
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ONTUMUIALNA AIITOPUTMA NIAHUPOBAHUA MNMYTU A-STAR

A.C. Muckopckuti, ®.X. A6dynnuH, A.P. Hukonaeea
HOxHo-Ypanbckul eocydapcmeeHHbil yHusepcumem, a. HensbuHck, Poccus

Beenenne. ABTOHOMHBIE MOOUIIBHBIE POOOTHI AOJKHBI YMETh CaMOCTOSTENBHO IUIAHHUPOBATH
II100aIbHYI0 M JIOKAIBHYIO TPAeKTOPUU CBOETO JIBIKEHHUS. AJITOPUTM IUIaHUpOBaHMA myTH A-star
NI03BOJIIET BBIUMCIUTh KpaT4yaillui IyTh MEXy Ha4aJIbHOM M KOHEYHON TOYKaMU Ha KapTe MECT-
HOCTH C M3BECTHBIMU CTaTUYHBIMH MPEMATCTBUAMHU. B peanbHBIX yCIOBUSAX IPHU BBEJCHHUU JOMOJ-
HUTEJIHLHON MH(OPMALUK O KapTe MECTHOCTH (TPYZIHONPOXOANMBIE MM ONACHBIE YYaCTKH, YUaCTKU
C OTpaHMYEHUEM CKOPOCTH) M ydeTe 3aTpaT Ha UX IPEOJ0JICHHE aJTOPUTM MOXKeET MPUBOJUTH K He-
ONTUMAJILHOMY AJISl JAHHBIX YCIOBHH pemeHuto 3agadu. lean nccaegosanusi. Paccmorpers Bapu-
aHTBI ONTUMHU3AIMN AITOPUTMA IUIAHUPOBAHMSA MyTH A-Star Ui MpUMEHEHHS B Pa3JINYHBIX YCIOBHU-
SIX, IMEIOIIUX OTPAaHUYEHHs 110 KOJIUYECTBY MOBOPOTOB, IPUBA3KY K KDUTHYECKUM TOYKaM Ha KapTe
MECTHOCTH, TPYAHONPOXOJUMBIE U ONACHBIE y4acTKH. OLEHUTh Ka4eCTBO MPOBEIECHHON ONTHMU3a-
nuu. Marepuaisl 1 MeToAabl. VccrienoBanus NpoBOAATCS IIyTeM KOMIBIOTEPHOIO MOAEIUPOBAHUS
anroputMma A-star u BapuanToB ero ontummsanuu B cpere MATLAB. Kpurepusmu oneHKH KadecT-
Ba ONTUMM3ALIMY aJITOPUTMA SBIISIIOTCS CKOPOCTh pacdeTa IyTH U €10 ONTUMAJIBHOCTh OTHOCUTENBHO
BBIOpaHHBIX mapaMeTpoB. PesyabTarsl. [IpuBOASTCS pe3ynbTaThl pacdeTa IyTH, BBIIIOJHEHHBIE C
MIOMOIIBIO anropuTMa A-star 1o u mocie onTUMH3anui. B 060uX ciydasx OIEHHUBAIOTCS U CPaBHH-
BAIOTCS: BPEMs pacuera, KOJIMYECTBO IPOAHAIU3UPOBAHHBIX IIOJUTOHOB, YHUCJIO IOBOPOTOB U JJIMHA
myTd. 3akaouenue. B GoJbIIMHCTBE ciy4asx B pe3yilbTaTe ONTUMH3AIMU aJrOpUTMa yBEIUYHBa-
eTcs JUIMHA IyTH U BpeMs pacdera, HO He3HAYMTeNbHO. IIpu 3TOM HOBBINA IyTh COOTBETCTBYET 3a-
JAHHBIM YCJIOBHSIM, SBISIETCS KpaT4alIllUM B STHX YCIOBHAX M, CIEIOBATEIBHO, ONTHMAIbHBIM.
[IpennosxeHHbIE B CTaThe BAPUAHTHI ONTUMH3ALMY MO3BOJSIOT BBIYUCIUTD ITYTh C YYETOM JOMOJIHH-
TeJIbHON MH(OpManuy, OLEHUTD JUIMHY ITyTH U CKOPOCTH pacuera. Ha 0CHOBE 3THX OIEHOK MOXHO
BBIOpATh METO/] INTAHMPOBAHMS ITYTH, TTOIXO ISIINH TSI OTACIBHOTO CLEHAPHSI.

Kniouesvie cnosa: nnanuposanue nymu, arcopumm A-star, onmumuzayus mpaexkmopuu 0gudice-
HUsL, MOOUTLHBLU POOOM, CHOUMOCTb NYMU.
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