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The paper is devoted to the problems of question-awer systems develop-
ment (QA-systems). The subject of the study is digssion of approaches to the
automatic filling of the database of the QA-systenbased on the analysis of the
unstructured text sources currently available in tke public domain of the Inter-
net.

The analysis reveals that the following ways of impmenting QA-systems
are distinguished: based on inference for ontologse rules and syntax, using arti-
ficial neural networks.

The methods for automatically search of question-awer pairs based on the
structure of sentences and on the basis of assodiatontological analysis has been
developed and tested in the research.

The method based on the analysis of the structurd eentences is effective for
texts such as lists of frequently asked questionsAQ), as well as literature texts
containing dialogs, direct speech, based on prelimary processing of the text, ex-
pressed in the form of a heuristic rule.

The method based on associative-ontological analgss focused to the class
of reference and dictionary texts and is based orhé assumption that in the de-
scriptive text there is a sentence (or a group ofestences) containing the main
idea of the text. In this case, the title of the t&¢ can be considered a question, and
this sentence (or a group of sentences) is the arswWe need to make the selec-
tion of meaning-generating sentences due to the santic reduction of the text
automation. For this purpose, algorithms of self-réerencing are applied based on
the associative-ontological approach to the procesg of texts in natural lan-
guage.

For the experimental verification of the possibiliy of creating an open QA-
system based on the automatic collection of questi@nswer pairs from the
Internet, a prototype of a collection module for tke database of the QA-system
has been developed.

Keywords: question-answer pair; associative-ontataf analysis; text; auto-
matic text processing; natural language; speeclogsition.

Introduction

The task of automatic speech recognition in readdmns is far from its solution, taking into
account the variability of the source of the spesignal and the acoustic noise that harbors thilini
sequence of audio segments. In recent years, isigmifprogress has been made in this area and there
are commercial voice-independent applications thaite successfully recognize speech in the
processing of voice commands (Google maps, Yandeps)n in interactive systems (Siri), in
stenographic systems [1]. The accuracy of recagnidf speech units in these systems has reached the
necessary threshold, so that users begin to tmistetic voice input and think about the transitiiamm
the usual means of contact input of informationdotactless ones.

The reached success in the field of speech redogn# associated with the development of cloud
technologies, which made it possible to use: 1)gda heterogeneous data for teaching a multi-level
hierarchical acoustic language model of languagksaeech; 2) crowdsourcing technologies for manual
processing of a huge volume of training and recaje audio and text data; 3) distributed computing
resources for servicing client voice applications.

The advantageous factors, that reduce the complekihe task, are the possibility of preliminary
tuning to a specific speaker and a relatively smiaké of the dictionary of recognizable speechsunit
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Among the possible areas of research contributinpé solution of the problem are the methods with
the application of: 1) multichannel recording anmbgessing of audio signals using an array of
microphones for filtering audio noise; 2) multi-sery recording of the process of speech formation
using different types of datacom (microphones, rigophones, video cameras, etc.); 3) biometric
analysis of the psychophysiological state of theakpr with the evaluation of speech capabilitie$ an
the choice of the most accessible communicationroéla

The effectiveness of human-machine interactioriss eelated to the current state of the operator.
In the works [2, 3] the technology of personifiedmitoring of working conditions of the personnel of
industrial enterprises and industries, implemeintetie interests of ensuring reliable activity drelth
preservation, is presented. The general scheme pdrsonified indicator of working conditions is
presented. In the works [4, 5] the analysis of dailogatents for methods and devices for diagnosing
the functional state of a human operator has bezformed, showing a low innovative ability of
inventions, and the forecast of the process ohsifie and inventive activity indicates a decre@s¢he
number of inventions in this branch of science eqdipment for the next years.

The problem of the variability of speech in theioas psychophysiological states of the speaker
caused by external factors is less studied andesepts the greatest complexity. To study it, it is
required to create the speech databases necessahefsubsequent learning of the on-board speech
recognition system. But first of all it's importart determine the hardware and software resoubhags t
can be allocated for the processing of speech aldic will determine which generation of speech
recognition systems (based on comparison of stdeddridden Markov models, artificial neural
networks, etc.) can be launched on the client @evic

Given the responsibility of the tasks to be solvéth the help of on-board client devices, it is
difficult to record training voice databases in |reperating conditions. The only option for the
introduction of speech technologies is the itemtirocedure for the gradual modification of speech
training databases, recorded primarily in an aiéfiy recreated acoustic environment. The maipsste
in the formation of speech databases are: 1) Glzeson, analysis of the amplitude-frequency
characteristics of audio noise and the creatioappiropriate databases; 2) an analysis of the vkiiyab
of the speaker's speech caused by audio noise.

It is probably possible to organize the implemeatabf the first step in conditions closed to real
operation. Audio recordings in the second study bancarried out in the laboratory, giving the
headphones audio speaker with the specified cleistats. The implementation of additional devices
for audio signals recording in real conditionscotirse, significantly accelerated the process lirgp
the problem of noise and variability of the speakepeech filtering.

Automatic text processing is an integral step mfibrmation of human-machine speech interfaces.
For QA-systems, it is important that the equivalensense questions can be recognized as the same
question, regardless of the words, style, syntaictierconnections and idioms used. To search or
generate an answer to a question, a QA systemlmustaccess to some knowledge base that contains
information allowing you to formulate a response.

There are two main types of QA-systems: closed-doror specialized (with a limited thematic
area) and open-domain (not limited to a particslasject area). The Open-domain QA-systems work
with information in all areas of knowledge, whictopides the ability to conduct search in relatezhar
An open-domain QA-system usually works with severlrces of knowledge, in which it searches for
answers depending on the class of the given que&i@].

The following ways of QA-systems implementing candistinguished: on the basis of inference on
ontologies [8], rules, and syntax [9], using actdl neural networks [10]. Also it is worth notirigat
there is the availability of approaches to imprdwve quality of QA-systems based on the user satisfa
tion score [11].

The system's response should be presented in tiredba phrase in natural language. In some
cases, the simple search for the data of the cbffiyecwommunicative act is enough, that gives tnesg
tion was ever used and an answer was given tajiléation-answer pair was formed).

The existing database filling technologies for Q&tems include expert filling [12], the use of
crowd sourcing technologies [13], methods of procedyeneration [14], automatic filling methods us-
ing existing anthologies (text corpus).
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The growth of the number of public information reszes in the Internet, which allows, on the one
hand, the completeness of the terminological thesawithin individual subject areas, and on thespth
hand, the diversity of thematic areas, has bectvadasis for making the assumption of the possibili
of automatic analysis of texts of various conteithwhe purpose to detect and highlight communieati
acts for their subsequent entry into the databfgeedA-system in the form of QA-pairs.

The joint use of the voice interface and QA-systemithin the framework of human-machine
interaction gives the following features:

1) the use of a closed-domain QA-system withinvbiee interface of interaction with the operator
can expand the functionality in cases where theadpes co-command can't be directly executed, in
which case the phrase is transmitted as a requéletQA system for issuing recommendations or re-
ceiving situational help. In this case, the QA egstshould be built on the extended thesaurus of the
voice interface of a specific board system anduidelthe basic aspects of the functioning of susysa
tem in the base of question-answer pairs.

2) the use of an open-domain QA system operatinfpanvoice assistant mode for issues not di-
rectly related to the operation of the on-boardnabile system (the analog of the assistants Sot; C
tana, Google Assistant, etc.) increases the pramfesatisfaction in communication with the systém.
this case, the filling of the system can be madmfavailable open resources, but in addition feises-
sary to take into account the variability of speeci the difference in the forms of question ptsase
constructing.

1. The approach to the QA-system’s database develognt

Consider the functional features of the QA-systhat allows creating a database of QA-pairs, ex-
tracting knowledge from the publicly available Imtet resources and providing a dialog question-
answer interface in the form of web service (theckldiagram is shown in Figure). As we can see on
the figure, the system consists of functionallyependent blocks for generating a database andsiiog u
this database to respond to user requests.

For filling the database there is a set of web twenand a module for collecting QA-pairs, that col
lect, download and analyze text documents, asasadixtracting question-answer pairs from them.

For the analysis of search queries (texts of goesfiand the choice of the most relevant answer to
this question, among the available question-angaies there is the interface search-and-dialogue co
ponent, represented on the structural diagraméyntierface module of the question-answer system.

The formulation of the final answer is made by ith@dule for responses generating (included in the
interface module of the QA-system), so that theltdsoks syntactically natural and represents #yac
what the user was looking for.

The mechanisms of decomposition of the questioar (ggery), search and generation of the answer
are considered, for example, in [15]. We will casi only methods of automatic collection of
documents for filling the database (DB) of the
QA-system based on the analysis of te
available in the web.

The available pages from the Internet &
downloaded using web crawler technolog
[16]. It crawls links in processed documen
according to specified algorithms, i
conjunction with a headless browser th
parses the original format of the download: [ . oaue ‘
document (PDF, HTML, MS Word, etc.) an | forcollecting ;je&”;i;f; H/\/vug
converts it to text format. Additionally, the QA-pairs

title of the document is retrieved. At thi 3
stage, the elements of the document i

Web-crawler Web-interface

filtered, containing blocks of information the

are not related to the main text: text block.,
navigation bars, etc. The structured scheme of QA-system with speech inte rface

In the work several methods of automatic
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selection of question-answer pairs were developedested based on the structure of sentencesrand o
the basis of an associative-ontological approadhxipanalysis [16].

Before the direct allocation of question-answerghiy any of the developed methods, the received
texts are subjected to preliminary processinghis tase the graphematic analysis [17], which ohedu
the definition of the boundaries of paragraphstesaes and words, taking into account the struaitire
sentences.

The selection of sentences from the text is madddayistic rules based on the search for the
delimiter characters of the sentences: «.», «!w», «2..» and the line transfer symbol. The words
boundaries are delimited characters: « », «,» «&», «(», «)», «# «"»,

Each word in the text is being lemmatized — noreealiusing the functiom of the morphological
analysis (n-function). In this context the normalization medhns obtaining the base form of the word

(called ‘lemma’), W 0T W, V,VD{V\/} , 1IN, where{W} is the set of word formd} is the base form
of the word,W is a word, W — set of words, and is the set of valid words in the language]N. A

valid set of words in the languag€ is defined by some thesaury&{W} O o} . The words belonging
to the set of stop-words are ignored.

2. The method of QA-pairs delivering based on theesitence structure analysis

For texts such as lists of frequently asked quest{&AQs), as well as prose texts containing dia-
logs and direct speech, a method based on thesisalithe sentence structure obtained by prepseces
ing the text, expressed in the form of the follogvimeuristic rule is effective. A sentence contajnin
direct speech is a sentence satisfying any ofdthesing conditions:

— the first symbol of the sentence is the symbol, «—

— within the sentence, a pair of symbols are sediplgnocated: the first character is the elemeint
the set {«,», «.», «!I», «?», «"»}, the second ctirmas the «—» symbol,

— inside the sentence, a pair of «:» and «"» sysad sequentially located.

From the sentences received, the author's worddedeted. The author's words are the text frag-
ment that satisfies any of the following conditions

— the text fragment is located after a pair of abtars: the first character is the element of #te s
{«,», «.», «I», «?», «"»}, the second characteéhe«—»symbol;

— the fragment of the text is separated by the sysnd-»;

— the fragment of the text is located before tlipisace of characters: «:» and «"».

Proposals that do not contain direct speech arsidemred in their original form, because they aren't
needed in preprocessing.

Interrogative sentences are allocated from the text

These sentences satisfy the following condition:

(the sentence contains more than two words) AN® gémtence ends with the sym&).

Immediately after the interrogative sentences withne paragraph, a sentence that satisfies the
conditions is selected:

(the sentence must not end with?Z»symbol) AND (the sentence contains at least omd)wo

Such a proposal will be considered an answer tajtlestion posed. If any sentence in this para-
graph doesn't satisfy these conditions, we belignad the question doesn’'t contain a response and it
won’t be entered into the database.

These heuristic rules can be written in the forna @fenerating grammar and implemented as a fi-
nite automaton.

3. The method on QA-pairs delivering based on assative-ontological approach

The method based on associative-ontological arsalggirimarily focused on the class of reference
and dictionary texts and it is based on the assomftat in the descriptive text there is a serggoc a
group of sentences) containing the main idea otfdke In this case, the title of the text (incluglithat
indicated through the meta tags of the online damujncan be considered as a question, and this sen-
tence (or a group of sentences) is the answer.
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The use of abstracting algorithms based on thecega@-ontological approach to the processing of
texts in natural language [18] makes it possiblautomate the selection of meaning-generating sen-
tences through the semantic reduction of the #he. abstracting of texts is based on bi-grams, evher
bi-gram is a pair of words found in one sentenceoAple of words that are often found in one sexgen
are considered associated, and the more ofteithim occurs, the stronger the connection. Tine se
tences containing concepts, whose sum of connecigogreatest, better than all other reflect thgest
area described in the text.

4. The experiments and discussion

For the experimental verification of the possiiliff creating an open-domain QA-system based on
the automatic collection of question-answer pawsifthe Internet, a prototype of the collection wled
working in conjunction with the web crawler of th@nitoring system for Internet resources is devel-
oped [18, 19]. The system processed 310,239 dodsmeth useful volume of the text 1.92 GB (with-
out taking into account the layout of the docuneat media data). While analyzing the texts, 2,238,3
guestions and answers were received, the dataizase 10 MB. The quantitative results obtained du
ing the experimental verification of various meth@ate presented in Table.

The obtained QA-pairs quantity

Method QA-pairs quantity
The method based on the structure sentences anafyisout the direct
: . 529117
speech registration
The method based on the sentence structure anfidysisect speech 1080730
The method of QA-pairs delivering based on assiwetaintological approach 310239

The greatest contribution to the formation of tlatathase of question-answer pairs among the texts
containing recorded communicative acts, mainly tlu¢ghe high specific content of question-answer
pairs within each document was made:

— by the prose texts containing dialogues of he(®&$46);

— by the sections of frequently asked question<QFA7 %);

— by the reference and dictionary sources usin@liparithm based on associative-semantic analy-
sis (21 %);

— by the user generated content (UGC): forums,shlogmments;

— by the documentary texts and news content.

Conclusion

A prototype of a system for collecting questionwa@spairs was developed on the basis of the ac-
tual material contained in the public domain of bfiernet.

Available pages were downloaded using web crawlghrology, which crawls links in conjunction
with a headless browser that parses the origimaidoof the loaded document.

Two methods were tested for identifying questiosvear pairs: a method based on analysis of the
structure of sentences, and a method based orsacia$/e-ontological analysis of texts.

Based on the analysis of the results obtained &yldveloped methods, it can be asserted that for a
particular sample the average number of questiemanpairs was 7,9 per 1 document (one question-
answer pair per 1 KB of text).

At the same time, an expert evaluation of the tpaind completeness of the database, carried out
using the interactive prototype, showed the imgolitsi of obtaining adequate answers for most @& th
specified search queries that the expert askesethieh system without regard to the subject area.

This indicates the limited ability to create an mmmain (not specialized) QA-system only by di-
rectly identifying question-answer pairs from uostured text sources currently available in thelipub
domain of the Internet.

In conclusion, the authors are pleasant to exprdssr sincere gratitude to Professor A.V.
Bogomolov for his constructive criticism, a joinisclssion of the problems of human-machine
interaction in the framework of medical and biolajiresearch and congratulate him on the fortyhfift
anniversary.
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METOAbl CO30AHUA PEYHEBbBIX U TEKCTOBbIX BA3 AAHHbIX
BOMNPOCHO-OTBETHbIX CUCTEM

A.Jl. PoHxuH, A.A. 3altueea, C.B. Kynewos, K.B. HeHaycHukoe
CaHkm-lNemepbypackull uHcmumym uHgbopMamuku U asmomamu3ayuu Poccutickol akademuu Hayk,
2. CaHkm-lNemepbype, Poccusi

E-mail: ronzhin@iias.spb.su

PaboTa mocBsieHa mpodieMaM MMOCTPOEHHST PEYEBBIX BOIPOCHO-O0TBETHRIX cucteM (QA-cucrem).
[IpenMeToM wucciieIOBaHUS SBISIFOTCS MOAXOJBI K aBTOMATHYECKOMY HAIOJHEHUIO0 0a3bl JaHHBIX BO-
MPOCHO-OTBETHOM CUCTEMBI IyTEM aHAIN3a HECTPYKTYPHUPOBAHHBIX TEKCTOBBIX WCTOYHHKOB, MUMEIO-
IIUXCS B HACTOSIIIANA MOMEHT BPEMEHH B OTKPBITOM JOCTYyIe B ceTn MHTEpHeT.

B pesynbrare aHanm3a BBISBICHO, YTO BBIJCIISIOT CIEAYIOIIHAE CIIOCOOBI peanmu3arun QA-cucrtem:
Ha OCHOBE JIOTHYECKOT0 BBIBOJA MO OHTOJIOTUSIM, IPAaBUJIaM U HA OCHOBE CUHTAKCHUCA, C UCTIONb30BaHU-
€M UCKYCCTBEHHBIX HEUPOHHBIX CETEH.

B nccnenoBannu pa3paboTaHbl U MPOTECTUPOBAHBI METOABI aBTOMATUYECKOTO BBIJIEIEHHUS BOMIPOC-
HO-OTBETHBIX Map Ha OCHOBE CTPYKTYPHI MPEIIOKEHUI U HA OCHOBE aCCOLMATUBHO-OHTOJIOTHYECKOTO
aHaImM3a.

MeTton Ha OCHOBE aHANIM3a CTPYKTYPHI NMPEIUIOKeHNH YD PEKTUBEH JUI TEKCTOB THITA CITUCKOB Yac-
TO 331aBaeMbix BompocoB (FAQ), a Takxke Xym0KECTBEHHBIX TEKCTOB, COACPIKAIIUX JAUATOTH, IPIMYIO
peyb, OCHOBAH Ha MPEBAPUTEIBHON 00pab0TKE TEKCTA, BRIPAKCHHBIN B BUJIC SBPUCTHYSCKOTO TIPABHJIA.

MeTto Ha OCHOBE aCCONMATHBHO-OHTOJIOTHYECKOTO aHAJIM3a OPUEHTHUPOBAH Ha KIIACC CIIPABOYHBIX
Y CIIOBApHBIX TEKCTOB M OCHOBAaH Ha MPEATIONIOKEHUH O TOM, YTO B TEKCTE OMUCATEIHHOTO XapakTepa
UMeeTcs MpeTiokeHue (MM Tpymna MpeIosKeHui), coaepikaliee OCHOBHYIO MBICTL TeKcTa. B aToM
cllydae 3aroJIOBOK TEKCTa MOYKET CUHUTAThCS BOMPOCOM, a 3TO MPeUIokKeHUe (MM TpyIa MpeioikKe-
HUIi) — 0TBeTOM. J[JIsi aBTOMATH3allUK BBIZCICHHS CMbICIO00pa3yIONMX MPEJIOKECHUIH 3a CYET CeMaH-
TUYECKOW PEAYKIUM TEKCTa MPUMEHSIOTCS aJITOPUTMBI pedepupoBaHUS Ha OCHOBE acCOIMATHBHO-
OHTOJIOTUYECKOTO TIOJIX0/1a K 00pabOTKe TEKCTOB HA €CTECTBCHHOM SI3bIKE.

Jnst sKcrieprMeHTalbHOM MPOBEPKU BO3MOXKHOCTH CO3JaHUSI OTKPBITOW BOIPOCHO-OTBETHOM CHC-
TeMbl Ha 0a3e aBTOMATHYECKOTo cOOpa BOIPOCHO-OTBETHBIX map w3 ceTu MHTepHET ObLT pa3paboTaH
MPOTOTHIT MOy ISl cOOpa 0a3bl JaHHBIX BOIPOCHO-OTBETHOHN CUCTEMBI.

Knrouesvle cnosa: onpocrho-omseemuas napa; accoyuamusHo-OHMON02UYeCKULl N00X00; MeKCHm Ha
ecmecmeeHHOM A3blKe; A8MOMamuyecKas 0opabomka mexcma, pacno3Ha8anue peyu.
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