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The article provides an overview of modern wireless communication protocols used in residential automa-

tion systems to solve the problem of powerful household electric loads remote switching. A comparative de-
scription of the existing wireless communication protocols is provided. The existing components range is ana-
lysed for availability and the possibility of their application in the commercially available control systems.

The review of modern wireless technologies serves as a basis to select the technology of self-organizing
networks with ESP-MESH mesh topology to set up the remote control of electrical loads in residential building
automation systems. The authors consider its advantages, including the most important one, i.e. the IP address-
ing, and the resulting high integration with such widespread network technologies like Wi-Fi and Ethernet,
which is relevant for this application.

The proposed option allows for the design of the automation systems for residential buildings to solve
the problems of ensuring communication reliability by means of the network topology self-organization, cover-
ing the zones, the dimensions of which exceed the communication range of traditional point-to-point systems.
At the same time they ensure the security of data transfer due to the data provided by the developers of the ESP-
protocol MESH and encryption technology. In this case, the dependence of the probability and conditional
probability of establishing a connection on the number of closed transits (disconnection between network

nodes) was considered.

Keywords: wire mesh, network topology, reliability.

Residential buildings automation systems (Smart
House systems) are becoming more and more wide-
spread. An increasing number of processes can unfold,
requiring no direct human involvement. For instance,
Smart House systems are constantly enriched by new
household appliances remote control systems, lighting
device switching systems, microclimate parameters
control and control systems in residential premises.
In Russia, a rational approach to energy, in particular,
the electric energy consumption is now emerging.

The promotion and the accelerated introduction
of residential automation systems is facilitated by
the technologies development. The cost of these sys-
tems is decreasing, which makes them available for
a wide range of consumers.

Such automation system components are divided
into:

— sensitive (for example, temperature, humidity
sensors);

— executive (for example, gates, valves, switching
relays);

— data collection and storage systems (for exam-
ple, cloud servers);

— control systems (for example, programmable
logical controllers).

The automation of residential processes ultimate-
ly includes a set of methods used to solve certain
problems consumers face. One of the main profiles in
the automation of residential buildings is remote con-
trol (switching) of heavy household electric consum-
ers (loads), i.e. electric water heaters tins, lighting
systems, floor heating systems (“warm floors”), ple-
num and exhaust ventilation systems, etc. [1]. The de-
velopment of remote electric loads switching systems
also contributes to the reduction of the human factor,
minimizing the risks of emergency situations in
the residential buildings engineering networks.

The relevance of the issue is confirmed by the in-
creased interest and growing demand for the Internet
of Things (“IoT”) technology, which unites all the in-
house devices into a single network. Each household
appliance in the house has its individual properties and
attributes assigned.

While designing the residential automation sys-
tems, developers often lack the resources to ensure
sustainable communication between the system ele-
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ments. This problem may arise in large spaces or
when the coupling elements are selected incorrectly.
Thus the design of automation systems must first and
foremost ensure the reliable and stable communication
between the system parts to maintain their operational
communication with the control device. There are two
approaches to this task, which will be hereinafter con-
sidered separately.

The first approach is to link all the residential
automation system elements with wired communica-
tion lines. In this case the communication lines and
the automation system elements are laid down during
the residential premises project design. The communi-
cations to the controls and sensors are laid along
the load-bearing structures, being further covered with
finishing materials. This makes any later changes to
the existing automation system quite complicated [2].

The advantage of this solution is the high reliabi-
lity of the communication channel and the ease of
implementation. The disadvantage lies in the limita-
tions. If any upgrades or functional expansions are
required sometime in the future, it will be necessary to
dismantle the existing system and install the new
components change the communication network struc-
ture and content. At the same time, the system up-
grade cost may be excessively high. In addition, this
approach does not provide for the system flexibility
and does not meet the existing level of communication
technologies development.

The second approach features wireless communi-
cation networks, such as Wi-Fi or Bluetooth. It pro-
vides for a more flexible system, which will allow for
a quick configuration of the automation system ele-
ments network. The main issue associated with this
approach is the limited signal coverage (the network
coverage area). The maximum range of a standard
Wi-Fi router is 200 meters at best, and it may be fur-
ther limited by the obstacles. In the real environment
the signal will be distorted by the signals of other de-
vices operating at the same frequency and weakened
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by different structural elements of buildings as well as
the structures consisting of heterogencous materials
that have different capacity. When operating under
difficult conditions of the external electromagnetic
environment, the signal coverage can be reduced to
20 meters or less. Fig. 1 presents a graph demonstrating
the attenuation of the Wi-Fi signal depending on
the distance between the receiver and the transmitter [3].

Solving this problem requires an increase in
the number of Wi-Fi access points to provide a full
wireless network coverage in the required premises.
Similar problems with Bluetooth technology are
caused by the small coverage radius (10-20 meters).
Therefore, there is a need for a solution that combines
link reliability and flexibility to reconfigure the sys-
tem to meet new challenges.

Globally there exist several residential buildings
automation networks organization protocols, i.e.
ZigBee, Z-Wave, Thread, Bluetooth Low Energy, and
ESP-MESH, which will be further reviewed individu-
ally.

ZigBee is a radio communications protocol ap-
proved by the ZigBee Alliance in 2004. Data trans-
mission is described by IEEE 802.15.4 [4]. The
ZigBee protocol was designed to securely transfer data
between the devices operating from a stand-alone
power supply at low data rates.

The ZigBee standard operates at 868 MHz,
915 MHz, and 2.4 GHz bands. Operating at 2.4 GHz
has the highest link throughput and immunity. Each
band is divided into 16 frequency channels in 5 MHz
increments. The maximum data rate is 250 kbps, in-
cluding overhead information. The average bandwidth
of the communication channel is in the range of 5
to 40 kbps and depends on the network load and
the number of relays. The ZigBee supports Mesh To-
pology (MESH).

The MESH network is a network with the de-
centralized management, in which wireless devices
unite the numerous connections forming cellular to-
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Fig. 1. Wi-Fi signal attenuation depending on the distance
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Fig. 2. ZigBee network routing Diagram

pology [5]. This network topology allows communi-
cating with any device directly or through intermedi-
ate network nodes. The MESH network operation al-
gorithm is based on finding the shortest path between
the nodes. The message is translated from one device
to another until it reaches the recipient.

A distinctive feature of MESH network is self-
organization, which allows solving several problems
simultaneously, i.e.

— expansion of dense information covering zones;

— use of wireless communication channels;

— network resistance to the possible shutdown of
a knots.

The standard ZigBee defines four types of nodes:
end device, coordinator, router and sleeping device.

The endpoints are in power saving mode. This
type of node uses a stand-alone power supply. This
type of node includes sensors, switches, or actuator
controllers.

The coordinator is the main device of the net-
work. It forms a network, sets a security policy, and
sets settings when you add a device to the network.

Routers route data packets in the network and are
therefore ready for transmission at any time. This type
of node rarely works in low power mode. In building
automation systems, it is advisable to use Smart Sockets
as routers, lighting systems that are provided with
constant power from the network.

The advantage of the ZigBee standard is its ope-
ration with devices with low power consumption and
fast response. Most of the network devices are in sleep
mode with about 15 milliseconds being spent to
restore them to the functional mode. Fig. 2 shows
the routing diagram of the ZigBee network.

The disadvantage of this technology is the need
to install additional equipment (coordinator connecting

gateway for internet access) to communicate with ex-
ternal IP-network, as well as low data rate, which lim-
its the transmission of, for example, video signal.

Z-Wave is a wireless communication technology
with low power consumption by the network ele-
ments. The operating frequency range of Z-Wave is up
to 1 GHz. The protocol transmits simple control
commands with minimal delays. This interface oper-
ates on a channel below Wi-Fi networks to reduce the
interference with control channels. Z-Wave is in many
ways similar to ZigBee, the main difference is stand-
ardization. All Z-Wave devices must be based on
Sigma Designs, which in turn ensures the compatibil-
ity of components with each other. The interface's
disadvantages include a small amount of available
software, but it is guaranteed to be compatible with
any Z-Wave hardware [6].

Thread is a low-power wireless network proto-
col based on Internet Protocol (IP). This technology
combines devices into a single infrastructure that has
access to the LAN / WAN through a boundary router
that converts 802.15.4 to an IP interface.

Thread integrates the benefits of IP networks
(such as Wi-Fi) with wide-area Internet access and
mesh-enabled networks.

The technology uses the Physical Interface Layer
(PHY) and the IEEE 802.15.4 Medium Access Layer
(MAC). Data transmission occurs in the 2.4 GHz fre-
quency band with a bandwidth of up to 250 kbps.
Thread supports the 6LoOWPAN over Low IPv6 Wire-
less Personal Area Networks standard and specializes
in data transfer between low-power devices.

There are only two types of devices in a Thread
network, a router and an end node.

The router is a node that supports mesh network
topology (search for optimal routes, relay messages,
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Fig. 3. Example of Thread network construction

and so on). There is a “leader” router, which organizes
the network and performs additional tasks of routers
and addresses appointment.

The information stored by the “leader” is dupli-
cated in the routers. If the network organizer fails, a
new “leader” is assigned according to the rule “one
network — one leader”.

End nodes cannot perform routing-related opera-
tions. All communication is carried out through “pa-
rent” nodes — routers.

A disadvantage of this technology, like with
ZigBee-based networks, is the need to install addi-
tional equipment (edge router) to communicate with
an external IP network and a low data rate.

An example of Thread networking is shown in
Fig. 3.

-
‘

Point-to-point Point-to-multipoint

Bluetooth is one of the first interfaces to orga-
nize a wireless network within a 10 to 20 meter range
at the 2.4 GHz frequencies. Residential buildings
automation is a promising direction for the Blue-
tooth technology development. The BLE (Bluetooth
Low Energy) protocol has been developed for these
purposes — one of its applications is in the devices
with autonomous power supply and the medium
data rate of up to 1 Mbps. The data transfer in BLE
technology is described in the IEEE 802.15.1 stand-
ard [7].

Bluetooth supports point-to-point and point-to-
multipoint network connections [8]. If two or more
devices use the same channel, they form a piconet.
Cooperating piconets form a distributed network.
Fig. 4 presents the organization of a Bluetooth inter-
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Fig. 4. Organization of a Bluetooth interface
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face. The network includes the devices of two types,
i.e. a wizard and a slave.

ESP-MDF is a tool for developing MESH appli-
cations based on ESP32 modules and ESP-MESH
network protocol deployed “on top” of the Wi-Fi pro-
tocol [9].

The ESP-MESH network has self-organization
and self-healing properties. These properties make
the network deployment and maintenance completely
autonomous. ESP devices, when uniting into a single
network, form the “tree” network topology. Any of
the network nodes can have both upstream and down-
stream connections, as opposed to a conventional
Wi-Fi network. The throughput of up to 10 Mbps al-
lows transmitting video data (for example, from sur-
veillance cameras).

The protocol describes five types of nodes: a root
node (the top node in the tree view), a child node
(the node that is farther from the root node than
the one to which it is connected), a parent node
(the return child node), a sub-child node (accessed
through the re-transition from the parent node to
the child node), a brother node (connected to the same
parent node).

The availability of Wi-Fi networks facilitates
the development of building automation projects
based on this technology.

Table 1 provides a comparison of ESP-MESH,
Bluetooth Low Energy, ZigBee, and Thread inter-
faces [10].

Each of the technologies offers its own solu-
tions for the wireless communication between de-
vices in building and residential automation sys-
tems. The authors consider the ESP-MESH protocol
as the most preferable option to solve the problem of
remote electrical loads control in residential buildings.

This technology has the advantages of high band-
width, data encryption, IP connectivity, which allows
connecting to a local / wide area IP network without
additional devices (Internet gateway). The power con-
sumption per unit of time of the devices to be switched
in Smart Home systems exceeds the consumption of
the proposed wireless systems by an order of magni-
tude. Moreover, these devices are connected to
the ~ 220 V network. In this case, it is advisable to
give the switching device the function of a root node,
which will allow connecting additional network ele-
ments and expand the coverage area in future. This
solves the problem of subsequent modernization of
the building automation systems.

Consider the classic point-to-multipoint Wi-Fi
networking scheme, shown in Fig. 5. It represents one
central node (access point) that is directly connected
to all nodes. The AP performs several functions: trans-
fer of data between it and nodes, relay from the exter-
nal or internal IP network through the router. This
network organization is characterized by a limited
coverage area and the number of connected devices
(determined by the access point capacity).

The ESP-MESH network is shown in Fig. 6.

With this network configuration, as described
above, the root node (in our case, this load switching
device) will connect to the home Wi-Fi access point,
identify all the child nodes and end nodes, and assign
its MAC address to each device. This network archi-
tecture allows connecting a large number of devices
without overloading the Wi-Fi router.

After the selection of the data transfer interface
and the protocol is completed, there appears another
problem, i.e. the selection of the hardware to imple-
ment in commercially available products. Many ma-
nufacturers in the electronic component market today

Table 1
Comparative characteristics of wireless interfaces
Protocol ESP-MESH | Bluetooth Low Energy | ZigBee | Thread
Range 2,4 GHz
Bandwidth <10 Mbps <2 Mbps | <250 kbps
Range <200 m <100 m
The type
and lifetime AAA / AA <S5 years CR2032 < 10 years
of the battery
“Point — point”,
E);?ng} Wire mesh “Point — many points”, | Wire mesh
To picosat
Password and .cert.iﬁcate Asymmetric encryption Optional network Mandatory encryption;
based authentication to generate and . password based
Security that supports all exchange keys, encrypt.lon a nd . authentication with
. . authentication via
IP-based security the connection installed cod Datagram Transport
standards of the pair of keys tstatied code Layer Security (DTLS)
IPv6 Addressing;
1P . .. . . . installing an additional
connectivity Integrated Installation of additional equipment is required Converter from
802.15.4 to IP interface
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Fig. 5. Classic scheme of Wi-Fi network organization

Fig. 6. ESP-MESH based network

support the development of the wireless technologies
described above, including Texas Instruments,
STMicroelectronics, Philips and many others. Howe-
ver, at the same time the supply of these components
to Russia is challenging. One of the few solutions
available for the developers in Russia is Espressif Sys-
tems, an ESP modules manufacturer. An ESP32-

WROOM module that supports Wi-Fi and Bluetooth
Low Energy protocol stacks has been selected as
an experimental sample.

The benefits of this solution include publicly
available examples, which allow the developer to de-
ploy the ESP-MESH network as soon as reasonably
practicable.

90

Bulletin of the South Ural State University. Ser. Power Engineering.

2020, vol. 20, no. 1, pp. 85-93



Kupnuyrukoea U.M., Yckoe A.1O., Cucmembl ynpaenieHus1 3/IeKmpu4yeckumMu Hazpy3KkaMmu

LHum6on A.N. Ha 6a3e 6ecnposodHbLIx cemeli nepedayu OaHHbIX...
Fig. 7 shows an ESP32-DEVKITC debug As a result of the analysis, the dependence of
board [11]. probability of connection establishment P on the num-
As mentioned above, one of the most important ber of closed transits ¢ (termination of communication
tasks is to ensure the reliability of the wireless com- between network nodes) was obtained. The result is
munication channel. The reliability of the mesh net- shown as a graph in Fig. 9.
work topology of is confirmed by the studies present- The graph shows that if a large number of nodes
ed in Analytical-statistical model of MESH Network (routers) fail, the communication will be restored.
Survivability Evaluation. The amount of time required to recover the exchange
This article presents an experiment, conducted on depends on the number of routers that have left
a mathematical model. The topology of the model is the network.

shown in Fig. 8 [12].
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Fig. 9. Dependence of probability of connection establishment
on the number of closed transits
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Conclusion

Based on the review of modern wireless techno-
logies in respect to the problem of the remote electric
loads control in the residential buildings automation
systems, the technology of self-organizing networks
with cellular ESP-MESH topology has been selected.
The main advantage of this technology is IP-addres-
sing, which results in high integration with such
common network technologies as Wi-Fi and Ethernet.

The proposed version allows solving problems in
the design of residential buildings automation systems
to ensure the reliabile communication by means of
network topology self-organization, covering the areas
exceeding the communication range of traditional
point-to-point systems, while ensuring secure data
transfer with encryption technologies provided by the
ESP-MESH protocol developers.
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CUCTEMbI YNPABJIEHUA INEKTPUHECKUMU HATPY3KAMU
HA BA3E BECMNPOBOAHbBIX CETEV NEPEAAYY AAHHbIX
C CAMOOPIrAHU3YIOLWWENCA TOMNMONOIMEN

U.M. Kupnu4Hukoea’', A.lO. Yckoe?, A.N. um6on?

1fO)KHo-YpaanKua e2ocydapcmeeHHbIU yHusepcumem, 2. YenabuHck, Poccus,
2 [pynna npubopocmpoumenbHbix komnaHuti OO0 «QHepaus-McmoyHUK»

u OO0 «UTeK BEMB», 2. YensbuHck, Poccusi

HpeHCTaBHeH 0630p COBPEMECHHBIX ITPOTOKOJIOB 6€CHp0BOHHOﬁ CBA3HU, UCIIOJIB3YEMBIX B CUCTEMAX aBTOMa-
TH3ALUH KUJIBIX 3z[am/1ﬁ JJId pCIICHUA 3ala4n yz[aneHHoﬁ KOMMYTallu MOULIHBIX OBITOBBIX DJICKTPUYECCKUX Ha-
TPYy30K. HpI/IBGHeHa CpaBHUTCJIbHAA XapPaKTECPUCTHKA AKTyaJIbHBIX B HACTOANICEC BPEMSA MPOTOKOJIOB 6€CHp0-
BOJTHOM CBA3H, a4 TAaKXKE IPOBOAUTCS aHAIN3 HCHOHBSyCMOﬁ 9JIEMEHTHOH 0a3bl Ha peaMeT JOCTYITHOCTU U BO3-
MOJKHOCTH IIPUMECHCHUS B CepHﬁHO BBIIIYCKaCMBbIX CUCTEMAX YIPABJICHUA.
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CucmeMsbl ynpaeneHusi 3/1IeKmpuYyecKUMU Ha2py3Kkamu
Ha 6a3e 6ecrpoeodHbIx cemel nepedayvyu OaHHbIX...

B pesymprare 0630pa COBPEeMEHHBIX OECHPOBOAHBIX TEXHOJIOTHH JUIS pEIICHHs 3aJadd yJaJCHHOTO
YIpaBIeHUs IEKTPUUCCKUMH HAarpy3kaMH B CUCTEMax aBTOMAaTHM3allMH JKWIbIX 3/laHUH Obla BBIOpaHa TeX-
HOJIOTHUSI CaMOOPTaHU3YIOMINXCs ceTeil ¢ ssuencroit Tononorueir ESP-MESH, paccmoTpeHs! ee mpenmymiect-
Ba, OCHOBHBIM U3 KOTOPBIX siBisercs IP-anpecanus n kak clieAcTBHE — BBICOKAas MHTErpalus ¢ TaKUMHU pac-
MIPOCTPaHEHHBIMU CEeTeBBIMH TexHonorusamu, kak Wi-Fi u Ethernet, uTo axTyanpHO A ykazaHHOH chepsl
HIpPUMEHEHHUS.

IIpennoskeHHBI BapHaHT IMO3BOJSET IPH MPOEKTHPOBAHHM CHCTEM ABTOMATH3AaIWH KMIBIX 3IaHUH pe-
IIUTh 3aJa4M 110 00ECIICUECHHIO HAJISKHOCTH CBSI3M OJlaroJaps caMOOPTaHU3aliK TOMOJIOTUH CETH, HOKPBITHIO
30H C pa3MepaMy, IPEBHIMIAIONIIMI JaTbHOCTh CBSA3M TPAAUINOHHBIX CHCTEM «TOUYKa — TOYKay, obecrednBas
opu 3TOM 0€30HacHOCTh Iepeflaud J@HHBIX 3a CYeT MPEeJOCTaBIACMBIX pPa3pabOTYMKaMH IPOTOKOJIA
ESP-MESH, texHomnoruit mmdpoBanus. [Ipu 3Tom Obll1a pacCMOTpEHa 3aBUCHIMOCTE BEPOSITHOCTH U YCIOBHON
BEPOSITHOCTH YCTAaHOBJICHHS COCAMHEHHUS OT YHUCIIa 3aKPBITHIX TPAH3UTOB (OOPBIB CBA3U MEXKAY Y3/1aMH CETH).

Knrouesvle cnosa: aueucmas cemo, monono2us cemu, Ha0eICHOCHb.
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